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The International Linear Collider (ILC) is a proposed 500GeV center-of-mass

electron/positron collider. In order to meet luminosity requirements, low-

emittance beams must be provided at the start of the two 15-km main linacs.

These low-emittance beams will be provided by damping rings, whose optics

must be well-corrected in order to minimize dilution of the vertical emittance.

In 2008 the Cornell Electron/Positron Storage Ring (CESR) was reconfigured

from an electron/positron collider to the CESR Test Accelerator (CesrTA), to

serve as a testbed for the ILC damping rings. One of the primary research objec-

tives of the CesrTA project is to explore beam-based optics correction techniques

for application at the ILC damping rings. The geometric vertical emittance tar-

get for CesrTA is < 10 pm at 2.085 GeV.

This dissertation discusses the tuning methods used at CesrTA to achieve

low-emittance conditions. Simulations modeling the effects of magnet misalign-

ments, systematic and random multipoles, BPM errors, and emittance correc-

tion algorithm have been developed, and suggest the residual vertical emittance

measured at the conclusion of the tuning procedure is dominated by sources

unaffected by optics correction. The same characterization methods leading to

this diagnosis have been applied to the proposed International Linear Collider

(ILC) damping rings to evaluate misalignment and multipole tolerances. Dy-

namic aperture studies for the ILC damping rings are discussed.
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CHAPTER 1

INTRODUCTION

Emittance is roughly the area of the beam in phase space, and is often used

as a measure of beam quality. A low-emittance beam can be focused to have

small physical beam size and low divergence. The demand by x-ray scientists

and particle physicists for higher-intensity beams have motivated a push for

smaller horizontal and vertical emittance.

The horizontal emittance in circular accelerators is a well-defined equilib-

rium determined primarily by the arrangement and strengths of the guide field

magnets (also called the “lattice” or “optics”). For a fixed arrangement of guide

field magnets, different magnet strengths will yield different horizontal emit-

tances, while the minimum achievable horizontal emittance depends the exact

arrangement of the magnets. By comparison, the vertical emittance is funda-

mentally limited only by the finite opening angle of radiation emitted by the

stored beam, leading to an asymmetry where the lower bound on the vertical

emittance is typically 10,000 times smaller than the lower bound of the horizon-

tal emittance. The vertical emittance is therefore significantly more sensitive to

errors in the optics. Left uncorrected, magnet misalignments and guide field er-

rors will typically increase or “dilute” the equilibrium vertical emittance by sev-

eral orders of magnitude. Corrections to the guide field are necessary in order

to compensate. This process is referred to as “optics correction,” or “emittance

tuning.”

The guide field is characterized by optics functions which determine beam

properties throughout the accelerator. The beam’s response to the optics func-

tions can be measured at a fixed location in the ring using four electrode pick-
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ups, collectively called a beam position monitor (BPM). Storage rings typically

have tens to a few hundred BPMs, semi-uniformly distributed, sampling the

motion of the beam position around the ring to infer properties of the stored

beam. Corrections to the optics functions are computed by fitting a model of

the accelerator to the measured data from all BPMs simultaneously. Corrector

magnets are then powered to compensate for lattice errors and thus minimize

the vertical emittance.

As will be discussed in Section 1.2, minimization of the vertical emittance

has only become of interest to storage rings over the last ten years or so. As

such, vertical emittance correction is a relatively new field. Methods have been

demonstrated at small- to medium-sized rings to correct the vertical emittance

due to misalignments and errors to within a factor of 10 of the fundamental

limit. However, data acquisition times for these methods scale linearly with the

number of components in the ring, and analysis time scales roughly with the

number of components cubed. For large rings which are also densely populated

with BPMs and guide field magnets, such as the 3.2 km damping rings for the

proposed International Linear Collider (ILC) [1], this becomes impractical and

new methods must be developed.

In 2008 the Cornell Electron/Positron Storage Ring (CESR) was reconfigured

from an electron/positron collider to the CESR Test Accelerator (CesrTA) [2–5],

a testbed for the ILC damping rings. One of the primary goals of the CesrTA

project is to demonstrate the efficacy of optics correction techniques which scale

well to larger rings, in order to achieve near-ILC-specification beam conditions.

This dissertation will detail the experimental and simulation efforts at CesrTA

for vertical emittance correction.
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A method for fast optics measurement and correction has been developed

for CesrTA, based on turn-by-turn BPM measurements while resonantly excit-

ing the beam. This method is extremely fast, on the order of 15 minutes for a

full correction, compared to the most common methods which may take sev-

eral hours on a small- to medium-sized ring, and is now in regular use during

CesrTA operations.

To better understand the effectiveness of the emittance correction methods

developed at CesrTA, a software package has been developed to simulate the

full measurement and correction procedure. The simulation includes magnet

misalignments and manufacturing tolerances, beam detector measurement er-

rors, and correction method. Among other things, results from the simulation

have led to the conclusion that the vertical emittance at CesrTA is dominated by

sources which are unaffected by optics correction.

The agreement between the measured and simulated optics functions for the

CesrTA lattice demonstrates that the model is accurate. The characterization

method is therefore not limited to existing lattices, and has also been applied

to the ILC damping rings lattice to predict the efficacy of corrections on a ring

which is not yet built.

1.1 Outline

Motivation for emittance tuning will be developed in the remainder of Chap-

ter 1. Chapter 2 will then discuss the analytic formalism of electron/positron

storage rings necessary to understand how misalignments and errors affect the

vertical emittance.
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Chapter 3 will cover the requirements and optics design for the CesrTA lat-

tice, and demonstrate the necessity for a beam-based optics correction tech-

nique. Chapters 4-6 elaborate on the instrumentation required at CesrTA for

beam-based measurements relevant to emittance tuning, and the specific types

of optics measurements used.

Chapter 7 will describe how to combine these optics measurements into the

emittance correction algorithm developed for CesrTA, and the effectiveness of

that tuning procedure. The simulation method used to diagnose limitations to

the correction methodology and its results for the CesrTA lattice are described

in Chapter 8. Chapter 9 will tie together what was developed in Chapters 7–8 to

demonstrate how the simulations of emittance correction led to the discovery of

sources of emittance dilution other than static misalignments and optical errors.

In Chapter 10, the simulation methods are applied to the International Lin-

ear Collider damping rings. A characterization of the dynamic aperture with

multipoles and full wiggler nonlinearities is also presented. These simulations

provide a basis on which the damping ring lattice can be evaluated for the like-

lihood of achieving the vertical emittance required by the ILC.

Finally, a summary and suggestions for future work are presented in Chapter

11.

1.2 Motivation for Low-Emittance Tuning

In a storage ring, the equilibrium distribution of particles is Gaussian. The phase

space in each dimension (horizontal, vertical, and longitudinal) is described as
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an ellipse:

γuu2
+ 2αuuu′ + βuu′2 = πǫu (1.1)

where u = x, y, or z, and γu, αu, βu are optics functions determined by the guide

field magnets and accelerating structures, as will be discussed in Chapter 2. The

phase space ellipse has area πǫu, where ǫu is the emittance. The beam size and

spread in momenta of a beam are both proportional to
√
ǫ.

Storage rings are most widely used for three purposes: as a light source, a

circular collider, or a damping ring for a linear collider. In all three scenarios,

users demand a small beam size and small spread in transverse momentum. In

other words, users demand small transverse emittance (horizontal and vertical),

though in each of the three scenarios the motivation is different.

1.2.1 Storage Ring Light Sources

When a charged particle travels through a transversely-deflecting magnetic

field it emits synchrotron radiation. This radiation can be harnessed at beam

lines where users expose samples for various forms of imaging. Storage rings

built explicitly for this use are called light sources.

Light source users are interested in increasing the brightness, defined as

B = Flux

4π2ΣHΣVΣH′ΣV ′
(1.2)
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where Σu =
√
σu

2 + σγ
2 and Σu′ =

√
σu′

2 + σγ′
2 are the source size and diver-

gence, respectively, accounting for both the bunch (σu, σu′ , for u = H,V) and the

phase space occupied by radiated photons (σγ, σγ′). The brightness is therefore

inversely proportional to the product of horizontal and vertical beam emittance.

It is only within the last ten years that light sources have begun moving

toward smaller emittances. From the accelerator operations standpoint, small

emittance will increase the number of hard-scattering events within the beam,

some of which will change a particle’s energy sufficiently to lose the particle

(Touschek scattering). This results in an exponential decay of the beam, and

variation in the intensity of synchrotron radiation over the duration of user ex-

periments.

Recent developments in user experiments and synchrotron light detectors

have enabled new classes of experiments such as microcrystallography [6]

which require small beam emittance with constant flux. Light sources have

found that by replenishing lost beam in frequent, small injections which have

minimal impact on users, the beam current can be kept constant at the 0.5% level

for days at a time. In top-up operation a short beam lifetime becomes tolerable,

and lower emittance can be accommodated in order to increase brightness and

reduce spot size for users.

1.2.2 Circular Colliders

In colliders, the event rate is characterized by the luminosity L:
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L = N2 fc

4πσxσy

(1.3)

where N is the number of particles per bunch, fc is the frequency of bunch colli-

sions, and σx,y are the horizontal and vertical beam sizes at the interaction point

(IP), respectively, which scale as ∝ √ǫx,y. For circular colliders, L scales as:

L ∝
(
1 +

σy

σx

)
ξy (1.4)

ξy is the beam-beam tuneshift, where electromagnetic fields within the beam

cause a significant focusing effect on the opposing beam. Smaller beam sizes

result in a higher density of particles, and therefore higher luminosity, at the

cost of increasing the beam-beam tuneshift. If the tuneshift becomes too large,

particles will cross resonances and the emittance will increase, reducing lumi-

nosity. Therefore, there is a balance between minimizing the beam size while

maintaining the beam-beam tuneshift within acceptable bounds. In practice the

beam-beam tuneshift has been the most significant determining factor of the

luminosity at nearly every modern storage ring collider.

The beam-beam tuneshift is proportional to 1
σy(σx+σy) , where σi ≈

√
βiǫi and

βy is the “beam envelope” function representing the focusing at a given point

in the machine (discussed in Section 2.4). Near the interaction point, βy varies

along the direction of bunch propagation s as βy(s) = s2

βmin
y
+ βmin

y , where βmin
y is

located at the center of the interaction point. If βmin
y were lowered in an attempt

to decrease the beam-beam tuneshift, then βy along the length of the bunch will

rapidly increase, actually worsening the beam-beam tuneshift.
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However, if a large crossing angle is introduced between the colliding

bunches, then the collisions would only occur within a small distance along

s, where βmin
y (and therefore the beam-beam tuneshift) can be minimized. The

decrease in βy would also correspond to a decrease in vertical beamsize, which

would then increase the luminosity. The SuperKEKB collider proposal utilizes

this method to achieve a predicted increase in luminosity through use of a large

crossing angle, strong focusing, and small emittances [7]. The next generation

of circular colliders using this method will therefore demand small emittance to

achieve their luminosity goals.

1.2.3 Damping Rings for Linear Colliders

In circular electron/positron machines particle motion is cooled through a com-

bination of synchrotron radiation emission in transversely-deflecting magnets

and re-acceleration through radio-frequency (RF) cavities. This process of ra-

diation damping will be discussed in more detail in Chapter 2. In a linear ac-

celerator the only transverse deflections are due to misalignments and corrector

magnets, and as a consequence there is very little synchrotron radiation, and no

damping. The emittance in a linear collider can only increase along its length,

therefore the beam must have low emittance prior to acceleration.

It is difficult to produce electron bunches with the requisite charge, low emit-

tance, spin polarization, and repetition rate for a linear collider directly from

a source; it is not possible for positrons with present technology. As such,

bunches from the electron and positron sources must be cooled before they are

transferred to the main linacs for final acceleration and collision. This is accom-
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plished by storing the bunches in damping rings, one for each species, prior to

transferring to the main linacs. The damping rings accept a large, “hot” bunch

from the electron or positron source and rapidly cool the bunch through radi-

ation damping to achieve the emittances required at the entrance to the main

linac, with a damping time compatible with the required bunch train repetition

rate. As with circular colliders and light sources, the optics in damping rings

must be well-corrected in order to achieve low emittance.

1.2.4 Toward Lower Transverse Emittance

It is evident that emittance minimization and preservation are crucial for mod-

ern and next-generation storage rings. For both brightness and luminosity,

small vertical and horizontal emittance is desirable.

The horizontal emittance is nearly entirely determined by the design op-

tics of a storage ring, whereas the vertical emittance is only limited by the finite

opening angle of synchrotron radiation. Typical vertical-to-horizontal emittance

ratios in modern light sources are around 0.1-1%, suggesting there is room for

improvement in the horizontal emittance. The next generation of storage rings,

led by facilities such as MAX-IV [8] and NSLS-II [9], use clever optics design

with combined-function magnets, strong focusing magnets, and damping wig-

glers to reduce the horizontal emittance to below 1 nm. Table 1.1 summarizes

the emittances achieved at state-of-the-art modern and near-future light sources.

As will be discussed in Chapter 2, the fundamental limit for vertical emit-

tance is only a function of the finite opening angle of synchrotron radiation, and

is typically of order 0.2 pm for most storage rings. Imperfections and misalign-
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Storage Ring Circ. [m] Energy [GeV] ǫx [nm] ǫy [pm] Date

APS 1100 7.0 3.1 40 2013 [10]
ASLS 216 3.0 10.4 100 (1.2) 2011 [11, 12]
ESRF 844.4 6 4.0 7.0 2012 [13]

MAX-IV 528 3.0 0.3 < 8.0 2016 [8]
NSLS-II 780 3.0 0.9 8.0 2015 [9]

SLS 288 2.4 5.5 (0.9) 2012 [14]
Cornell ERL 2400 5.0 0.013 10.0 2021 [15]

Table 1.1: Horizontal and vertical operating emittances of current or near-future
storage ring-based light sources. Values in parentheses indicate lowest mea-
sured vertical emittances at that facility.

ments in guide field magnets will dilute the vertical emittance by several orders

of magnitude above this minimum. Through use of beam-based optics char-

acterization, sources of vertical emittance can be identified and independently-

powered corrector magnets can be adjusted to compensate. Using this strategy,

storage rings have corrected vertical emittance to around 10 pm or less. Typical

operating values for vertical emittance are also summarized in Table 1.1. Light

sources have recently been at the forefront of developing optics correction tech-

niques. In particular, the Australian Synchrotron Light Source (ASLS) [11] and

the Swiss Light Source (SLS) [14] have demonstrated vertical emittance around

1 pm, within an order of magnitude of the fundamental lower limit. The meth-

ods used to achieve these emittances will be discussed in Chapter 7.

1.3 The International Linear Collider

In experimental high-energy physics, it is common practice to alternate new

proposals between hadron and lepton colliders. Both classes of colliders have

advantages and disadvantages, and in the end, both are necessary in the push
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for further understanding in particle physics.

There are two primary distinctions between hadron and lepton colliders

which demonstrate their complementary natures. The first is that the rest mass

for electrons is roughly 1/2000 that of protons. This is important in circular ac-

celerators, where power emitted in the form of synchrotron radiation scales as
(
E/mc2

)4
. For the same total energy and bending radius, protons emit less power

per turn than electrons, meaning it is easier to store proton beams at very high

energy. For this reason, hadron machines are often referred to as “energy fron-

tier” machines. Synchrotron radiation is also necessary for damping to occur,

therefore electron/positron rings have significantly more damping compared to

hadron rings, allowing for smaller emittance.

The second distinction is that protons are composite particles, comprised of

quarks and gluons, whereas electrons are point particles. When protons col-

lide the interaction is not proton-proton, but rather quark-gluon, quark-quark,

or gluon-gluon. The energy of each individual particle inside the protons is

only a fraction of the total energy of the proton; furthermore, the opportunity

cost for achieving a higher center-of-mass energy is that the exact energy of

the interacting particles cannot be known. Electron/positron colliders cannot

achieve the same center-of-mass energy as hadron colliders, however unlike

hadron colliders the total energy of the particle is available at the time of col-

lision, and that energy can be known to a higher degree of certainty. This has

led to electron/positron machines being referred to as “precision measurement”

machines.

It is evident that both hadron and lepton machines play a role in under-

standing particle physics. In keeping with this alternating-proposal model, the
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International Linear Collider (ILC) is a proposed electron/positron linear col-

lider [1], intended to compliment the presently-operating Large Hadron Col-

lider (LHC) [16].

The proposed beam energy of the ILC is up to 250GeV/beam (500GeV

center-of-mass). As will be discussed in Chapter 10, this is sufficiently high-

energy to make a circular collider impractical due to energy loss to radiation.

Therefore, the proposal is for two opposing linear accelerators (linacs), each ap-

proximately 15 km long.

1.3.1 Damping Rings for ILC

As previously mentioned, there is no radiation damping in linacs, and the emit-

tance can only increase along its length; in order to achieve low emittance at the

interaction point, bunches must enter the linac with low emittance. Damping

rings are required in order to produce low-emittance beams prior to transfer to

the main linac. The vertical emittance in a storage ring is limited by the qual-

ity of correction to the optics, mandating a well-characterized, well-corrected

damping ring in order to maximize luminosity of the collider.

Details of the ILC damping rings will be discussed in Chapter 10. The de-

sign calls for rings 3.2 km in circumference, larger than any presently-operating

lepton machine. Many modern beam-based characterization techniques are im-

practical for such a large machine. New techniques for characterization and

correction are therefore necessary in order to achieve the luminosity goals of

the ILC.
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1.4 CesrTA

The Cornell Electron/positron Storage Ring (CESR) is a 768 m electron/positron

ring, with an energy reach of 1.5-5.3 GeV. In 2008, CESR was converted to a Test

Accelerator (CesrTA) [2–5]. The purpose of the CesrTA program is to investigate

the physics of low emittance beams in storage rings, with specific emphasis on

the ILC damping rings. Details of the CesrTA conversion and optics will be

discussed in Chapter 3.

The primary research goals of the CesrTA program are:

• To develop and demonstrate the efficacy of low-emittance tuning tech-

niques that routinely yield a vertical emittance below 10 pm.

• To characterize electron cloud induced beam dynamics from bunch inter-

actions with the cloud along a train of bunches in low-emittance condi-

tions.

• To characterize electron cloud mitigation techniques, such as beam cham-

ber coatings, clearing electrodes, and chamber grooving.

This dissertation will detail the efforts on the development of emittance cor-

rection methods and the achievement of low-emittance conditions at CesrTA.

As will be shown, achieving low-emittance conditions is challenging, and relies

upon beam-based measurements of the accelerator optics in order to compen-

sate for errors in the lattice. The requirements of the tuning procedure are:

1. The method must have a fast turnaround time, in order to allow iteration

of corrections in near-real-time.

13



2. The method must scale well to large rings such as the ILC damping rings.

3. The method must reproducibly and reliably yield low-emittance condi-

tions with rapid convergence.

A method for optics characterization and correction that meets these require-

ments has been demonstrated at CesrTA, and will be detailed in Chapter 7.
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CHAPTER 2

THE PHYSICS OF ELECTRON STORAGE RINGS

In particle accelerators magnets act as optical elements for charged particles.

The most common magnetic elements (dipoles, quadrupoles, and sextupoles)

act to deflect and focus the beam. Misalignments such as offsets and tilts in

these magnets contribute to dilution of the vertical emittance. Other factors

such as magnet power supply stability and ground motion also contribute to

the vertical emittance, however in practice magnet misalignments are the most

significant source. In order to understand how misalignments introduce vertical

emittance, the formalism of charged particle beam optics must be discussed.

Material will be primarily drawn from [17–20], and the reader is encouraged

to reference these texts for the full derivations and further discussion.

2.1 Co-Propagating Coordinate System

The coordinate system used in describing beam motion is a co-propagating sys-

tem, shown in Figure 2.1.

A particle’s coordinates while traveling through an accelerator structure can

be written as a vector ~r, which is a function of the longitudinal coordinate s:

~r(s) = (x, px, y, py, z, pz) (2.1)

where the location ~r = ~0 is defined to be the location of the reference particle.

s is chosen as the independent variable rather than time t for convenience; for
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ẑ

x̂

ŷ

ŝ

Figure 2.1: Co-propagating coordinate system used when discussing particle
dynamics.

highly-relativistic particles, such as electrons in a storage ring, it is safe to as-

sume s = βct ≈ ct.

We define the unit vectors of the coordinate system to be:

ŝ(s) = ẑ(s) =
d~r0

ds
(2.2)

x̂(s) = −ρ(s)
dŝ(s)

ds
(2.3)

ŷ(s) = ŝ(s) × x̂(s) (2.4)

with ρ(s) being the bending radius of a horizontal steering magnet in the accel-

erator. s = 0 is defined to be the start of the accelerator structure, or “lattice.” For

circular lattices this is an arbitrary choice, and is typically chosen for aesthetics

or practicality, often at the injection point or interaction point.

Momenta pi are defined as normalized quantities:

px =
Px

P0
(2.5)
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py =
Py

P0
(2.6)

pz =
Pz − P0

P0
(2.7)

where P is the total particle momentum, and P0 is the total momentum of

the on-energy reference particle. In general, |px,y,z| << 1.

2.2 Magnets in Accelerators

The effect of electromagnetic fields on a charged particle is given by the Lorentz

force law:

d~p

dt
= e

(
~E + ~v × ~B

)
(2.8)

Using electromagnets, a magnetic field around |~B| ≈ 0.2 T is common in the

CESR storage ring. To produce the same d~p

dt
using only an electric field, |~E|would

have to be |~E| = c|~B| ≈ 6×107 V/m, which is extremely challenging and costly to

achieve compared to the 0.2 T magnetic field. Additionally, for circular colliders

it is possible to store counter-rotating beams of electrons and positrons using

magnetic fields, whereas an electrostatic field would require the two species to

propagate in the same direction. For these reasons, nearly all horizontal and

vertical beam steering, focusing, and manipulation in accelerators is done using

magnetic fields.

The fields in Eqn. 2.8 must satisfy Maxwell’s equations:
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∇ · ~E = ρ

ǫ0
(2.9)

∇ × ~E = −∂
~B

∂t
(2.10)

∇ · ~B = 0 (2.11)

∇ × ~B = µ0

 ~J + ǫ0
∂~E

∂t

 (2.12)

where ǫ0, µ0 are the permittivity and permeability of free space, ρ is the charge

density (per unit volume), and ~J is the current density (per unit area). The

magnetic fields near the center of a guide field magnet are static and charge-

free (d~B
dt
= 0, ~E = 0, and ~J = 0). Therefore, both the divergence and curl of the

magnetic field are zero.

The simplest representation is a “hard-edge” model, where the magnetic

fields have a definite beginning and end, and have no longitudinal dependence.

This model is sufficient for much of optics design, and is presented here; read-

ers are referenced to the texts at the beginning of the chapter for more detailed

models including fringe fields and longitudinal fields from elements such as

solenoids and wigglers. The transverse guide field ~B(x, y) can be expanded in a

Taylor series:

qL

P0
(By + ıBx) =

∑

n

(bn + ıan)(x + ıy)n (2.13)

where n is the multipole order, starting at n = 0. Each term in the Taylor expan-

sion also satisfies ∇ · ~B = ∇ × ~B = 0. The terms bn represent the “normal” field

components, and an are the “skew” field components.
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It is convenient to design magnetic elements to primarily express one term

in the multipole expansion. The magnetic fields and conceptual applications for

magnets corresponding to the first three terms in the expansion are summarized

in Table 2.1.

Order Name Bx By Use

0 Dipole 0 b0 Steering
1 Quadrupole −b1x −b1y Linear Focusing
2 Sextupole b2xy 1

2b2(x2 − y2) Chromatic Focusing

Table 2.1: Summary of magnet classes.

Magnets can also be designed to express multiple terms in the expansion

(combined-function magnets), for example a dipole with a quadrupole gradi-

ent. However, combined-function magnets severely constrain the optics: the

ratio between the different terms is often fixed. This style of magnet is occasion-

ally used in situations where locations to place magnets are at a premium, and

flexibility in the optics is not important.

Due to design constraints and manufacturing tolerances, all guide field mag-

nets will have small, higher-order field components. Design constraints (such as

finite magnet size) generate systematic multipole errors, and are consistent be-

tween magnets of the same design. Manufacturing tolerances will yield random

multipole errors which differ between magnets of the same design. Systematic

multipole fields can be computed through analytic means, and both systematic

and random multipole fields may be directly measured using a field probe.
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2.3 Transverse Beam Motion

Three-dimensional beam motion can be decomposed into three orthogonal

modes, typically corresponding to motion primarily along the x̂, ŷ, ŝ axes, each

with an associated position and momentum. The x̂, ŷ components are the trans-

verse modes, and the ŝ component is the longitudinal. Many of the transverse

equations will be the same in the horizontal and vertical; in these cases, the

equations will be written using u and u′, where u = x or y.

The transverse linear motion in a guide field can be modeled as a harmonic

oscillator. The linear equations for transverse motion can therefore be written

as:

x′′ + Kx(s) x = 0, Kx(s) =
1
ρ2
∓ K1(s) (2.14)

y′′ + Ky(s) y = 0, Ky(s) = ±K1(s) (2.15)

where K is the linear focusing term associated with quadrupoles, and ρ is the

bending radius associated with dipoles. The asymmetry in the equations for

horizontal and vertical motion arises from the fact that traditionally storage

rings are oriented as a closed loop in the horizontal plane, therefore there is

no dipole term ρ for vertical motion.

The solution to the equations of motion are a linear map, or transfer matrix.

In this formalism the coordinates at the start of an element are mapped to the

coordinates at the end of the element. For the full 6-dimensional case (three spa-

cial dimensions and their associated momenta), the generalized transfer matrix

can be written as:
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x

px

y

py

z

pz



out

=



m11 m12 m13 m14 m15 m16

m21 m22 m23 m24 m25 m26

m31 m32 m33 m34 m35 m36

m41 m42 m43 m44 m45 m46

m51 m52 m53 m54 m55 m56

m61 m62 m63 m64 m65 m66





x

px

y

py

z

pz



in

(2.16)

or simply xout
= Mxin. The on-diagonal 2 × 2 or 4 × 4 sub-matrices of the 6 × 6

transfer matrix are often used when longitudinal motion is neglected.

The mapping defined by the equations of motion is a canonical transforma-

tion, which is in turn symplectic. For a 2n×2n transfer matrix M, the symplectic

condition is:

MT SM = S (2.17)

where

S =


0n In

−In 0n

 (2.18)

and 0n and In are the n × n zero-matrix and identity matrix, respectively. Sym-

plectic matrices also share the property that ||M|| = 1.

Transfer matrices for the three most common elements (drifts, dipoles, and

quadrupoles) are now discussed.
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2.3.1 Drift

In a drift region there are no fields to affect beam motion, therefore particles will

continue in the direction they were traveling when they entered. That is, for a

drift of length L,

xout
= xin

+ L
dx

ds
= xin

+ pin
x L (2.19)

pout
x = pin

x (2.20)

and similarly for y. For the transverse motion, this can be written as a 4 × 4

transfer matrix:

Mdri f t =



1 L 0 0

0 1 0 0

0 0 1 L

0 0 0 1



(2.21)

Note that this is already an approximation, which assumes the path length

is independent of the path taken through the drift.

2.3.2 Dipole

Dipoles deflect the particle trajectory transversely. The deflection angle θ is de-

termined by the magnet length L and bending radius ρ. The bending radius can

be calculated from the beam rigidity:
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1
ρ
=

∣∣∣∣∣
ec

βE
B

∣∣∣∣∣ (2.22)

For a highly relativistic electron or positron beam, this simplifies to:

E [GeV] = 0.2998Bρ [T · m] (2.23)

Note that in a dipole, the bending radius ρ for the on-energy particle is taken

to be the reference for the co-propagating coordinate system previously defined

at the beginning of the chapter.

The two most commonly-used classes of dipoles are sector and rectangular

dipoles. In a sector dipole, the reference particle enters the magnet normal to

its end face, whereas in a rectangular dipole, the reference particle enters with a

non-zero angle. In both cases there is a small amount of focusing, called “edge

focusing.” This is a separate effect from “fringe fields.”

The 4×4 transverse transfer matrix for a horizontally-deflecting sector dipole

with deflecting angle θ = L/ρ is:

Msector =



cos θ ρ sin θ 0 0

−1
ρ
sin θ cos θ 0 0

0 0 1 L

0 0 0 1



(2.24)

For a horizontally-deflecting rectangular dipole, focusing occurs in the ver-

tical:
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Mrect =



1 ρ sin θ 0 0

0 1 0 0

0 0 1 − L
fy

L

0 0 − 2
fy
+

L
2 fy

1 − L
fy



(2.25)

where fy is the effective focal length of the edge focusing.

2.3.3 Quadrupole

Quadrupole magnets act as a lens which focuses the beam. The field must sat-

isfy ∇ × ~B = 0, therefore quadrupoles focus in one plane while simultaneously

defocusing in the other. The transfer matrix for the thin quadrupole approxima-

tion is:

Mquad =



1 0 0 0

−1/ f 1 0 0

0 0 1 0

0 0 1/ f 1



(2.26)

=


MF 02

02 MD

 (2.27)

where

f = lim
L→0

1
|K|L (2.28)
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with quadrupole strength K defined by K = e
p
b1. MF,D and 02 are 2 × 2 sub-

matrices. Although focusing in one plane causes defocusing in the other, it is

easily shown that net focusing can be achieved through alternating focusing

and defocusing quadrupoles.

2.3.4 One-Turn Matrix

The transport matrix for a series of elements is simply the product of the indi-

vidual transfer matrices. For elements 1, 2, . . . ,N − 1,N:

M1→N =MNMN−1 . . .M2M1 (2.29)

For a circular lattice, a transfer matrix can be constructed which represents

one full turn through the accelerating structure, called the “one-turn matrix.”

The one-turn matrix is different at each element, however if the one-turn matrix

is known at element 1 and the transfer matrix from 1 → 2 is known, then the

one-turn matrix at element 2 is given by:

Mone−turn
2 =M1→2Mone−turn

1 M−1
1→2 (2.30)

2.4 Twiss Parameters and Emittance

The equilibrium phase space occupied by a bunch in a storage ring is typically a

6-dimensional Gaussian. It is useful to parameterize the bunch profile in trans-
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verse phase space using the so-called “Twiss parameters” α, β, γ, which are de-

fined by the focusing elements in the lattice, and are distinct in the horizontal

and vertical modes. β defines the amplitude of particle oscillations, and is also

called the envelope function. α and γ are defined with respect to β:

α = −1
2

dβ

ds
(2.31)

γ =
1 + α2

β
(2.32)

The Twiss parameters define an ellipse in phase space, of the following form:

πǫu = γu2
+ 2αuu′ + βu′2 (2.33)

where ǫu is the emittance, equal to the area of the phase space ellipse within a

factor of π. The physical interpretations of the Twiss parameters and emittance

as parameters of the phase space ellipse are shown in Figure 2.2.

In addition to the beta functions β, one may also use the betatron phase ad-

vance φ to describe the focusing between two points in a lattice:

φ1→2
u =

∫ s2

s1

ds

βu(s)
(2.34)

where φ has units of radians. The integral of the betatron phase advance across

the entire lattice is called the tune ν:

νu =

∫ s0+C

s0

ds

βu(s)
(2.35)
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u

u’

√βε

√γε

√ε/γ

√ε/β

θ1

θ1 = atan(-α/β)
θ2 = atan(-γ/α)

θ2

Figure 2.2: Physical interpretation of the Twiss parameters β, α, γ and emittance
ǫ in phase space.

It is also convenient to define the tune in cycles rather than radians:

Qu =
νu

2π
(2.36)

The tunes Qu are typically of order 10 in many storage rings, and have a

nonzero fractional component in order to avoid resonances occurring when a

lattice error is seen by the beam with the same phase advance on multiple turns.

When measuring the tunes of a stored beam it is common to use a spectrum

analyzer connected to a single electrode, which will then read the tunes as a

frequency. Note that when observing at a single location, it is not possible to

resolve the integer component of the tunes; therefore, the tunes observed as a

frequency are only the fractional component:
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fu =
Qu − int (Qu)

T0
(2.37)

where T0 is the circulation time. When correcting the lattice optics, the integer

part of the tunes are also measured and known. In practice only the fractional

part of the tune is varied during operation.

The transfer matrices can be parameterized in terms of the Twiss parameters.

For a 2 × 2 transfer matrix (describing either x or y), propagating from s1 → s2:

M =

√
βu(s2)
βu(s1) (cos ∆φ + αu(s1) sin ∆φ)

√
βu(s1)βu(s2) sin ∆φ

−1+αu(s1)αu(s2)√
βu(s1)βu(s2)

sin ∆φ + αu(s1)−αu(s2)√
βu(s1)βu(s2)

cos ∆φ
√

βu(s1)
βu(s2) (cos ∆φ − αu(s2) sin ∆φ)


(2.38)

where ∆φ = φ2 − φ1 is the phase advance between the two locations. This can be

decomposed into:

M =



√
βu(s2) 0

− αu(s2)√
βu(s2)

1√
βu(s2)




cos ∆φ sin ∆φ

−sin ∆φ cos ∆φ





1√
βu(s1)

0

αu(s1)√
βu(s1)

√
βu(s1)


(2.39)

= G−1
u (s2) R(∆φ) Gu(s1) (2.40)

By using Gu in this fashion, the transfer matrix is cast in normalized coordi-

nates which are independent of the Twiss parameters.
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2.5 Closed Orbit

For a fixed location i, if there exists a vector xi such that after one turn through

the ring (neglecting synchrotron radiation emission, see Sec. 2.9) the particle

will arrive at exactly the same xi, the vector xi is said to be on the closed orbit.

The closed orbit is the set of xi’s for every location where the particle trajectory

closes on itself after one turn.

When including the effects of radiation damping and excitation, the turn-

to-turn trajectory will differ slightly from the closed orbit. However, the turn-

averaged trajectory will converge to the closed orbit.

2.6 Energy Dependence: Dispersion and Chromaticity

Through the beam rigidity (Eq. 2.23), it is clear that for a fixed magnetic field

B, particles of different energies will experience a different bending radius. The

energy dependence of the closed orbit is characterized by the dispersion η:

u(s) = u0(s) + ηu(s) δ (2.41)

ηu(s) =
du(s)

dδ
(2.42)

where δ = (E − E0)/E0 is the energy deviation of the particle with respect to the

reference particle. All steering elements will generate dispersion. In particular,

dipoles will define a non-zero dispersion in the design horizontal optics. In

nearly all accelerators the vertical dispersion is zero in the design, as no steering

is required to maintain an on-axis vertical orbit.
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Similarly, the focusing effect of quadrupoles depends inversely on energy.

The change in focusing from a change in energy δ can be integrated around the

ring to find the change in tune ∆Q. This is defined as the chromaticity ξ:

ξu =
dQu

dδ
(2.43)

The chromaticity affects beam stability in that particles with different en-

ergies will have different tunes. Positive chromaticity (ξ > 0) stabilizes head-

tail motion of the bunch which is driven by resistive wall impedance. There-

fore, most machines are designed to operate with slightly positive chromatic-

ity. However, without compensation the natural chromaticity due to dipoles

and quadrupoles is nearly always negative, and stronger quadrupole focusing

will lead to larger negative chromaticity. Sextupoles are used to raise the chro-

maticity toward a more neutral value to stabilize beam dynamics. A horizontal

offset in a sextupole produces a quadrupole focusing which increases linearly

with amplitude. Therefore, by placing sextupoles in regions with finite hori-

zontal dispersion, particles are “sorted” by their energies and thus receive the

required energy-dependent focusing. However, sextupoles also introduce non-

linear beam dynamics which may limit the stable phase space a particle can

inhabit.

2.7 Coupled Motion

In an ideal lattice which is free of errors, the horizontal and vertical motion are

independent. However, magnet misalignments such as quadrupole tilts will in-
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troduce a correlation, or coupling, between horizontal and vertical motion. In

storage rings where the horizontal emittance is much larger than the vertical,

this will lead to an increase in the vertical emittance. Many accelerators inten-

tionally introduce coupling to reduce bunch-density-dependent effects. How-

ever, in linear colliders the disruption factor HD is reduced by maintaining a

“ribbon” beam with σv << σh, and low coupling is desirable.

In a lattice with coupling, the terms “horizontal-mode” and “vertical-mode”

lose meaning, as the x and ymotion now contain components of both modes.

This ambiguity is averted by using the “normal” modes a and b, referring to the

mostly-horizontal and mostly-vertical modes, respectively. When equations are

symmetric between the a- and b-modes, subscript v will indicate a or b. Sim-

ilarly, when coupling exists between all three modes (horizontal, vertical, and

longitudinal), the z-mode is deprecated in favor of the “mostly-longitudinal”

c-mode.

The formalism used here for describing coupling is outlined in [21]. For a

system without coupling, the transverse 4 × 4 transfer matrix is block-diagonal:

T =


M 02

02 N

 (2.44)

When coupling is introduced, nonzero off-diagonal sub-matrices appear:

T =


M m

n N

 (2.45)

This can then be decomposed into a block-diagonal form:
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T = VUV−1 (2.46)

where

U =


A 0

0 B

 (2.47)

V =


γI C

−C+ γI

 (2.48)

γ is defined by γ2
+ ||C|| = 1, and C+ is the symplectic conjugate to C. This

allows for the standard, decoupled analysis to be applicable in an arbitrarily-

coupled system.

It is useful to normalize out the betatron amplitude oscillations from the

coupling matrix in order to simplify analysis. C̄ is the normalized form of C:

C̄ = GaCG−1
b (2.49)

where the matrices Ga,b are defined in Eqns. 2.39–2.40. Three of the four cou-

pling matrix elements are directly measurable. C̄22,11 are the in-phase matrix

elements, and represent a rotation of the beam in x-y space, as indicated in Fig-

ure 2.3. C̄22 represents the a-mode which is visible in the vertical response at a

BPM, and C̄11 represents the b-mode which is visible in the horizontal response.

The out-of-phase component C̄12 represents an increase in the girth of the

beam in x-y space, as shown in 2.3. C̄12 can be observed in two ways: as the
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out-of-phase response of either the a-mode in the vertical, or the b-mode in the

horizontal.

x

y

~C22,11

~C12

Figure 2.3: Physical interpretation of C̄ with respect to the transverse cross-
section of the beam. C̄12 is the out-of-phase coupling, and therefore represents a
“widening” of the beam ellipse. C̄22,11 are both in-phase components, and pro-
duce a rotation of the beam ellipse.

Including coupling, the x, y position at a fixed location s on turn n can be

written as:


x(s)

y(s)

 = A


γ(s)

√
βa(s) cos (ψa(s) + nνa)

−
√
βb(s)

[
C̄22(s) cos (ψa(s) + nνa) + C̄12(s) sin (ψa(s) + nνa)

]



+B



√
βa(s)

[
C̄11(s) cos (ψb(s) + nνb) − C̄12(s) sin (ψb(s) + nνb)

]

γ(s)
√
βb(s) cos (ψb(s) + nνb)

(2.50)

where A, B are the normalized amplitudes of the a- and b-mode motion.
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2.8 Radiation Integrals

It is useful to define a set of integrals which are used to calculate the effects of

synchrotron radiation, referred to as the radiation integrals. These integrals are

necessary when discussing radiation damping and excitation (Sec. 2.9), trans-

verse emittance (Sec. 2.10), and longitudinal beam dynamics (Sec. 2.11). In most

texts the integrals are presented for decoupled motion. However, beam mo-

tion in an actual machine is never fully decoupled, due to tolerances in magnet

alignment, manufacturing, and so forth. Coupling must be included in order to

accurately describe the effects of radiation.

For the case of coupled motion, a few additional definitions must be made,

following the Bmad convention [22]. Rather than assuming all curvature is in

the horizontal plane, the more general g = (gx, gy) is used, which points par-

allel to ρ (the total radius of curvature) with magnitude |g| = g = 1/ρ. (Note

that although g is a scalar, it still depends on coordinates (x, y, s)). Additionally,

we define the dispersion in the a- and b-modes by their components in the x, y

frame, ηv = (ηx,v, ηy,v). The synchrotron radiation integrals for coupled motion

are summarized in Equations 2.51–2.57.

I1 =

∮
η · g ds (2.51)

I2 =

∮
g2 ds (2.52)

I3 =

∮
g3 ds (2.53)

I4,a =

∮ (
g2g · ηa + ∇g2 · ηa

)
ds (2.54)

I4,b =

∮ (
g2g · ηb + ∇g2 · ηb

)
ds (2.55)
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I5,a =

∮
g3Ha ds (2.56)

I5,b =

∮
g3Hb ds (2.57)

The functionHv in I5,v (v = a, b) is defined as

Hv = γvη
2
v + 2αvηvη

′
v + βvη

′2
v (2.58)

2.9 Radiation Damping and Quantum Excitation

When a particle is transversely deflected in a magnetic field it emits synchrotron

radiation nearly tangential to its trajectory, with an angular spread of approxi-

mately 1/γ. As each individual particle within a bunch has some small trans-

verse component of momentum, the momentum lost to radiation emission also

contains a transverse component. The momentum lost is replaced by a purely

longitudinal component in RF cavities. Over many turns, this leads to radiation

damping. This process is illustrated in Figure 2.4.

2.9.1 Damping

Betatron oscillations are damped exponentially as

Au = A0,ve
−αvt (2.59)
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p0
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pz
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Δpz

pfinal

(a)

(b)

Figure 2.4: A conceptual illustration of radiation damping. (a) A particle with
total momentum p0 radiates a photon with momentum pγ, leaving momentum
p′. (b) The longitudinal component of the momentum is replaced by RF cavities,
resulting in p f inal. The net result is a reduction in transverse momentum.

where αv = 1/τv is the damping decrement, determined by radiation emission.

This can be rephrased as an emittance damping:

ǫv = ǫ0,ve
−2αv t, or (2.60)

dǫv

dt
= −2αvǫ0,v (2.61)

The damping decrements can be computed from the radiation integrals I2
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and I4:

αv =
U0

2E0T0
Jv (2.62)

Jv =



1 − I4,v

I2
, v = a, b

1 + I4,a+I4,b

I2
, v = c

(2.63)

where T0 is the circulation time, Jv are the damping partition numbers. Note

that Ja + Jb + Jc = 4, implying that there is a total amount of damping per turn

which is then distributed among the three dimensions. This is the Robinson

Theorem. U0 is the power radiated per turn:

U0 =
CγE4

2π
I2 (2.64)

with Cγ =
4π
3

re

(mec2)3 = 8.86 × 10−5 m/GeV3.

2.9.2 Excitation

When the emission of synchrotron radiation occurs in a dispersive region (i.e.,

Hv , 0), the particle’s change in energy is accompanied by a change in the

particle’s orbit onto a dispersive trajectory. This creates an emittance growth

rate due to quantum excitation (QE):

dǫv

dt

∣∣∣∣∣
QE

=
〈NH〈u2〉〉

2E0
(2.65)
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where 〈u2〉 is the mean square energy per photon emitted,N is the average pho-

ton emission rate around the entire lattice (in units of γ/s), and E0 is the beam

energy. This growth rate is always nonzero in the horizontal, as bending mag-

nets are required in order to store the beam, and therefore Ha cannot be zero

everywhere.

There is also a “quantum excitation” growth rate due to the distribution of

finite opening angles for radiated photons:

dǫv

dt

∣∣∣∣∣
OA

=
〈N〈u2〉βv〉

4γ2E2
0

(2.66)

where γ in the denominator is the relativistic factor. In practice, this term is

much smaller than Eqn. 2.65 for the horizontal mode. For the vertical, Hb is

nearly always zero by design, therefore Eqn. 2.65 is zero and Eqn. 2.66 domi-

nates.

2.10 Equilibrium Transverse Emittance

The equilibrium emittance, also called the “single-particle” natural emittance or

zero-current emittance, is determined by a balance between radiation damping

(Eqns. 2.61 and 2.63) and excitation from stochastic photon emission (Eqns.

2.65-2.66):

dǫv

dt

∣∣∣∣∣
damping

+
dǫv

dt

∣∣∣∣∣
QE

+
dǫv

dt

∣∣∣∣∣
OA

= 0 (2.67)
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For the horizontal, the term for quantum excitation is much larger than the

term from the finite radiation opening angle. After some math, the resulting

horizontal emittance is:

ǫa = Cq

γ2

Ja

I5,a

I2
(2.68)

with Cq = 8.85 × 10−5 m/GeV3.

This result warrants a few comments. First, I5 is an integral of H over all

regions where transverse deflection occurs, and therefore where synchrotron

radiation is produced. It follows that in order to minimize the design emittance,

one must minimize H in regions with strong bending fields. This is most often

accomplished through reducing the dispersion and its derivative in the dipoles.

Second, the equilibrium emittance is proportional to γ2. All else equal, a low-

energy lattice will inherently have lower emittance than a high-energy lattice.

Third, the vertical dispersion in nearly all accelerators is globally zero by de-

sign, therefore I5,b = 0 and Eqn. 2.68 is not valid for the vertical emittance in an

ideal lattice. In this scenario the vertical emittance is determined by the growth

rate from the finite spread in opening angle of radiation. The equilibrium verti-

cal emittance is then:

ǫmin
b = Cq

〈βb〉
2Jb

I3

I2
(2.69)

where 〈βb〉 is the average vertical beta in the ring. ǫmin
b

is typically of order 0.1 pm

for most relativistic electron/positron storage rings. However, in an actual ma-
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chine the vertical dispersion is never identically zero due to misalignments and

magnet imperfections. ηb (and therefore Hb and I5,b) is no longer zero in this

case, and Eqn. 2.68 will determine the equilibrium vertical emittance. It is also

interesting to note that whereas ǫ ∝ γ2 in Eqn. 2.68, ǫmin
b

does not directly scale

with beam energy.

2.10.1 Damping Wigglers

In Equation 2.68, it is clear that an increase in I2 without increasing I5 will re-

duce the equilibrium emittance. This can be achieved by placing an element

consisting of an alternating series of strong dipoles (called a “wiggler”) in a re-

gion with small H (that is, η = η′ = 0). By alternating the polarity of adjacent

poles, the dispersion is kept to a minimum and I5 is contained. When a wig-

gler is designed specifically and solely for this purpose, it is called a damping

wiggler.

Damping wigglers modify the equilibrium emittance in Equation 2.68 as:

ǫw
v = Cq

γ2

Jv

I0
5,v + Iw

5,v

I0
2 + Iw

2

(2.70)

where I0
2,5 are the unperturbed radiation integrals, and Iw

2,5 are the contributions

to the radiation integrals from the damping wigglers. The dipole field B(s) in-

side the damping wigglers can be approximated as varying sinusoidally:

Bw(s) = Bmax
w cos

(
2π
λw

s

)
(2.71)
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with λw as the wiggler period, that is, the distance between poles of the same

polarity. The bending radius ρ can be determined from the beam rigidity (Eqn.

2.23).

The damping wigglers also generate a small amount of dispersion internally,

thereforeH is nonzero, and the wigglers will introduce a small but finite contri-

bution to I5, and therefore some level of horizontal emittance.

Damping wigglers will contribute to an increase in the total energy radiated

per turn by increasing I2 in Eqn. 2.64, therefore the damping time τ = 1/α will

decrease. They will also significantly contribute to the energy spread (Eqn. 2.75)

through an increase in I3, which outpaces the increase in I2 in the denominator.

2.11 Longitudinal Beam Dynamics

The longitudinal beam dynamics are distinct from the transverse dynamics,

though many similarities arise, including a disturbing level of repetition in sym-

bols used to represent entirely different concepts from their prior definitions.

Care must be taken to differentiate between these definitions.

Stochastic emission of synchrotron radiation requires the energy to be re-

placed by radio-frequency (RF) cavities, which produce a sinusoidal electric

field that the particles “surf” to gain longitudinal momentum. The sinusoidal

RF field enforces collections of particles to become “bunched” longitudinally.

Bunches are separated by a minimum time ∆t = 1/ fRF, where fRF is the fre-

quency of the RF cavity, typically in the hundreds to thousands of MHz.

The RF frequency also defines the number of possible bunches in the ring,
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called the harmonic number h:

h = Circumference × fRF

clight

(2.72)

Note that this mandates that the circumference be an integer multiple of RF

wavelengths.

Particles circulating at different energies will travel different path lengths

and different transit times. The momentum compaction factor αp is the change

in circumference with respect to energy:

αp =
∆C/C

∆E/E0
(2.73)

The slippage factor η (not to be confused with the dispersion) is the change

in transit time with respect to energy:

η =
∆T/T0

∆E/E0
(2.74)

Particles arriving at the RF cavity at different times will experience differ-

ent accelerating voltages. The phase of the RF cavities is set such that this in-

troduces a longitudinal focusing. The resulting bunches have a well-defined

energy spread and bunch length:

σE

E
=

√
Cqγ2

Jz

I3

2I2 + I4,a + I4,b
(2.75)
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σs =
clight |η|
ωs

σE

E0
(2.76)

where Cq is defined in Sec. 2.10, and ωs = 2πνs is the synchrotron frequency,

analogous to the tunes in the transverse motion:

νs =

√
h|η|eV

2πβ2E
(2.77)

where β = v/c (and not the envelope function from Section 2.4), e is the elemen-

tary charge, V is the cavity voltage, and η is the slippage factor.

Note in Equation 2.75 that the energy spread does not depend on the RF

voltage, whereas the bunch length and synchrotron tune (Eqns. 2.77, 2.76) do.

2.12 Vertical Emittance Dilution from Lattice Errors

In a real accelerator components are not perfectly aligned. Rather, there will be a

distribution of strength errors, offsets, and rolls which will generate orbit, beta,

dispersion, and coupling errors, which in turn generate vertical emittance. The

goal of beam-based emittance tuning is to compensate for these errors.

2.12.1 Orbitry Errors

Errors and misalignments in the main dipole field will generate a closed-orbit

perturbation. For dipole errors i, the orbit u = x, y is perturbed as:
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u(s) =

√
βv(s)

2 sin πνv

∑

i

θu,i

√
βv(si) cos

[|φv(s) − φv(si)| − πνv

]
(2.78)

where again v = a, b represents the normal modes. There are three primary

sources of steering errors: steering strength errors, dipole rolls, and offsets in

quadrupoles. Steering strength errors arise from poor magnet regulation or cal-

ibration. A dipole roll will introduce dipole kicks into the vertical beam motion,

propagating as a vertical steering error. Offsets in quadrupoles will produce a

dipole kick proportional to the amplitude of the offset.

Steering errors are compensated through use of dipole (steering) correctors.

For horizontal steerings these tend to be independently-powered trim windings

on the dipoles. For vertical steerings there are two common solutions: dedicated

vertical steering correctors, and trim windings on the side poles of sextupoles.

2.12.2 Beta Errors

Focusing errors will distort the beta functions, producing a so-called “beta

beat,” or a betatron phase error. Contributions to beta beat are quadrupole K

errors and offsets in sextupoles.

A distribution of focusing errors (∆KL)i will propagate as:

∆βv(s)
βv(s)

=
1

2 sin (2πνv)

∑

i

(∆KL)i βv(si) cos
[
2|φv(s) − φv(si)| − 2πνv

]
(2.79)

Beta beat is corrected by adjusting the individual strengths of quadrupoles

to match the design beta functions or betatron phase advance. Note that the beta
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beat must be corrected in both horizontal and vertical modes simultaneously, as

any change in quadrupole strength will affect both.

2.12.3 Vertical Dispersion Errors

Vertical dispersion in most accelerators is zero by design, as there is no need for

vertical steering in the design lattice, and therefore nothing to create vertical dis-

persion. However, dipole rolls, offsets in quadrupoles, and coupling generated

by sextupole offsets and rotated quadrupoles will introduce vertical dispersion,

and therefore vertical emittance.

The vertical dispersion resulting from a distribution of these errors can be

written as an integral around the ring:

ηy(s) =

√
βb(s)

2 sin πνb

∫ s+C

s

F(s′)
√
βb(s′) cos

[|φb(s′) − φb(si)| − πνb

]
, (2.80)

F(s) = (K + S ηx)yc(s) − Kskηx − θy (2.81)

where K, S ,Ksk, θy are the quadrupole, sextupole, skew quadrupole, and vertical

steering strengths, and yc(s) is the vertical closed orbit.

The vertical dispersion can be corrected through a combination of vertical

steerings and skew quadrupoles.
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2.12.4 Coupling Errors

Transverse coupling arises from rotated quadrupoles and offset and rotated sex-

tupoles.

For a quadrupole with tilt θ, the 4 × 4 transfer matrix (Eqn. 2.27) becomes:

Mquad, tilted = R−1(θ)MquadR(θ) (2.82)

=


MF cos2θ +MD sin2θ sin θ cos θ (MD −MF)

sin θ cos θ (MD −MF) MD cos2θ +MF sin2θ

 (2.83)

where R(θ) is a rotation matrix defined by:

R(θ) =


I cos θ I sin θ

−I sin θ I cos θ

 (2.84)

Coupling is corrected using a distribution of skew quadrupoles.

Coupling will not directly impact the normal-mode emittances ǫa,b. Rather,

it will do two things. First, it will couple the horizontal dispersion into the

vertical, generating vertical emittance. Second, it will alter the projections of the

emittances ǫa,b into the lab-frame beam sizesσx,y, which are the true observables.

The components of beam size from the two modes are added in quadrature.

For the horizontal beam size:

σx =

√
σ2

x,a + σ
2
x,b
+ σ2

x,ηx
(2.85)
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σx,a = γ
√
ǫa βa (2.86)

σx,b =

√
ǫb βa

[
C̄2

11 + C̄2
12

]1/2
(2.87)

σx,ηx
= ηx

σE

E
(2.88)

where ηx =

√
η2

x,a + η
2
x,b

. Similarly, for the vertical:

σy =

√
σ2

y,a + σ
2
y,b
+ σ2

y,ηy
(2.89)

σy,a =

√
ǫa βb

[
C̄2

22 + C̄2
12

]1/2
(2.90)

σy,b = γ
√
ǫb βb (2.91)

σy,ηy
= ηy

σE

E
(2.92)

with ηy =

√
η2

y,a + η
2
y,b

.

2.13 Vertical Emittance Dilution from Time-Varying Sources

If an element in the lattice is varying on a timescale which is short compared

to the damping time τ = 1/α (Eqn. 2.62), the beam will be excited to a larger

equilibrium emittance. The effect of a time-varying element can be interpreted

as an additional growth rate, to be added to the right-hand side of Eqn. 2.67:

dǫb

dt

∣∣∣∣∣
damping

+
dǫb

dt

∣∣∣∣∣
QE

+
dǫb

dt

∣∣∣∣∣
OA

+

∑

i

dǫb

dt

∣∣∣∣∣
i

= 0 (2.93)

The contributions to the equilibrium emittance from time-varying sources

will therefore add linearly. Using the damping rate from Eqns. 2.61 and 2.63:
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δǫ i
b =

1
2

T0E0

U0Jb

dǫb

dt

∣∣∣∣∣
i

(2.94)

The two sources of time-varying modulation considered here are kick mod-

ulation and RF voltage modulation.

2.13.1 Kick Modulation

Time-varying kicks can arise in a number of places. Feedback systems which

are malfunctioning can impart undesired kicks on the beam. Similarly, magnet

power supplies with insufficient filtering or inductance may also contribute.

For a kick modulating with an RMS of θRMS , the contribution to the emittance

growth rate is:

dǫ

dt

∣∣∣∣∣
θ

=
1
2

f0 β0 θ
2
RMS (2.95)

where f0 = 1/T0 is the revolution frequency, and β0 is the beta function evaluated

at the kick location.

2.13.2 RF Modulation

If the RF voltage varies with time, the contribution to the emittance growth rate

for a highly relativistic beam will be:
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dǫ

dt

∣∣∣∣∣
RF

=
1
2

f0 〈H〉
e2V2

RMS

E2
0

(2.96)

where 〈H〉 is the average over all RF cavities, VRMS is the RMS voltage noise,

and E0 is the beam energy. The dependence on H implies that this term will

not contribute to vertical emittance dilution in a lattice without vertical disper-

sion. However, as the vertical dispersion increases at the RF cavities, so does

the sensitivity to this growth rate.

2.14 Dynamic Aperture

Stored particles are lost when they strike a physical aperture, such as the vac-

uum chamber which contains the beam. The vacuum chamber aperture is typ-

ically many tens of σ’s compared to the beam size, and does not typically con-

tribute directly to beam lifetime. However, particles also see a “dynamic aper-

ture” which defines the maximum on-energy phase space amplitude a particle

may have before it is lost due to single-particle nonlinear dynamics. A large

dynamic aperture is required in order to minimize particle loss, and therefore

maximize beam lifetime.

The dynamic aperture is typically limited by nonlinear effects from chro-

matic focusing in sextupoles, and in practice can be increased through clever

manipulation of the sextupole distribution to tens of σ’s with respect to the

beam size.
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CHAPTER 3

CESRTA - OVERVIEW

Contributions to vertical emittance fall into two categories: single-particle

effects and collective effects. The former includes misalignments and field er-

rors, as well as time-dependent variation of the optics (as discussed in Sections

2.12– 2.13), and choice of optics correction procedures. The latter includes the

electron cloud effect, where synchrotron radiation striking the vacuum cham-

ber creates photoelectrons which are attracted to a stored positron beam, and

intra-beam scattering, where particles within a bunch hard-scatter to increase

the emittance. Correction of single-particle effects and mitigation for collective

effects are both necessary in order to achieve the small vertical emittance re-

quired by modern storage rings, and in particular for the International Linear

Collider (ILC) damping rings.

The Cornell Electron/positron Storage Ring (CESR) was reconfigured in

2008 for low-energy, low-emittance operations as a Test Accelerator for the ILC

damping rings. The principle tasks of the CesrTA program are to determine the

efficacy of emittance correction procedures for single-particle effects and miti-

gation techniques for collective effects proposed for the ILC damping rings. In

this chapter, the requirements and optics design of CesrTA are discussed.

3.1 CESR Overview

CESR is an electron/positron storage ring, 768 m in circumference. Parameters

for the CESR ring are shown in Table 3.1.

CESR was originally designed as a high-energy physics electron/positron
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Parameter Value Units

Circumference 768.4 [m]
Circulation Time 2.56 [µs]

Energy 2.085 (1.5-5.3) [GeV]
Lattice Type FODO
Symmetry ≈Mirror

H / V Steerings 55/58
Quadrupoles 105

Skew Quadrupoles 27
RF Cavities 4

Max. Total RF Voltage 8 [MV]
Damping Wigglers 12

Wiggler Bmax 1.9 [T]
Position Monitors 100

Table 3.1: Parameters of the CESR electron/positron storage ring.

colliding-beam storage ring, and as such, it is unique among modern storage

rings in several respects.

Dual-Species Operation

CESR is one of only a few storage rings capable of storing electrons or positrons,

or both simultaneously, in the same ring. This allows for a direct comparison

of beam dynamics between electrons and positron in identical machine condi-

tions. This ability is crucial for characterizing species-dependence for collective

effects.

Flexibility of CESR Optics

The magnet layout in most storage rings has a high level of periodicity, repeat-

ing a basic cell many times throughout a lattice. There are several reasons why

this is desirable. A highly-periodic lattice helps to average out resonances oc-
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curring from alignment errors. Additionally, many insertion devices such as

wigglers and undulators for light sources have the similar requirements for the

storage ring optics where they are located. A highly-periodic lattice enables

many beamlines to have the same optics parameters at a regular interval around

the ring.

However, the cell designs used at light sources are strongly optimized for

one mode of operation, and limit the flexibility of the optics. The CESR lattice

on the other hand lacks any low-order symmetry– the nearest symmetry is ap-

proximately mirror-symmetric. This lack of symmetry enables CESR to manip-

ulate the optics functions at specific locations in the ring to aid in characterizing

beam conditions without requiring the optics to change globally.

Because they are highly periodic, many storage rings gang quadrupoles and

sextupoles into families, where all magnets in one family run on the same power

supply. This simplifies the design, though it again limits the flexibility of allow-

ing one cell to have different focusing from another. In CESR, all quadrupole

and sextupole magnets are independently powered, further enabling localized

changes to the optics.

Most light source storage rings are intended to operate at a fixed energy,

with limited ability to vary. CESR operated as a collider, and as such it was

designed to have a broad energy reach, from 1.5-5.3 GeV in normal operations.

A large energy reach is required in colliders in order to scan over resonances for

particle production. This also allows for characterization of the energy scaling

of various effects.
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Damping Wigglers

CESR is equipped with twelve superconducting damping wigglers [23, 24]. Pa-

rameters for the damping wigglers are summarized in Table 3.2.

Parameter Value Units

# Poles 8 [–]
Wiggler Period 40 [cm]

Pole Width 20 [cm]
Pole Gap 7 [cm]

Beam Pipe Aperture (H) 9 [cm]
Beam Pipe Aperture (V) 5 [cm]

Bmax 2.1 [T]
Field Rolloff at x = ±20 mm 1% [%]

Table 3.2: Parameters of the CESR damping wigglers.

The damping wigglers were originally designed and installed for CESR-c

collider studies, in order to reduce the damping time and increase the horizon-

tal emittance to increase luminosity (as per Eqn. 1.4). The final design was a

compromise between energy spread, damping time, horizontal emittance, and

cost [25]. Two-beam colliding conditions mandated that the beams be electro-

statically separated everywhere except at the interaction point, inducing a “pret-

zel orbit” tens of millimeters in amplitude. Because of this large-amplitude or-

bit, the transverse field quality of the damping wigglers was required to be very

high, with less than a 1% field rolloff across a region of x = ±20 mm. It is be-

cause of this high field quality, in addition to the maximum field strength, that

the CESR-c damping wigglers were chosen as the basis for the ILC damping

ring wigglers.

The maximum peak field of the damping wigglers is 2.1 T, over twenty times

stronger than the dipoles (0.08 T). At low energy (2.085 GeV), this means ra-
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diation emission is heavily dominated by the damping wigglers. Following

Equation 2.64, the ratio of power emitted from wigglers and dipoles scales

as I
wigglers

2 /I
dipoles

2 . For CESR standard low-energy conditions (2.085 GeV, with

B
wig

peak
= 1.9 T and Bdipole = 0.08 T) the 12 damping wigglers account for approx-

imately 90% of the energy lost per turn. Per Eqn. 2.62, the increased energy

loss reduces the damping time from around 500 ms without wigglers to 50 ms.

Additionally, by Eqn. 2.75, it is clear that the damping wigglers dominate the

energy spread at 2.085 GeV, contributing approximately 75% of σE/E.

3.2 CesrTA Objectives

The significant flexibility of the CESR optics and the unique opportunities pre-

sented by the CESR-c damping wigglers and the ability to store either species

demonstrate that CESR is an ideal testbed for damping ring research. To this

end, after high-energy physics operation concluded, the CESR ring was recon-

figured to CESR Test Accelerator (CesrTA) [2–5]. The objectives of the CesrTA

project are to characterize effects which limit the vertical emittance achievable

in damping rings.

Low-Emittance Tuning

As will be shown in Chapter 7, optics correction methods have been developed

at light sources in the past decade which have enabled demonstration of vertical

emittances better than that required by the ILC damping rings [11, 14]. How-

ever, the time required for beam-based measurements in these methods scales

linearly with the number of components in the ring, making them prohibitively
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slow at large rings like the proposed 3.2 km ILC damping rings. The objective

at CesrTA is to demonstrate a vertical emittance correction technique which:

1. Has a fast turnaround time, in order to enable iteration of corrections.

2. Scales well to large rings such as the ILC damping rings.

3. Reliably produces vertical emittance ≤ 10 pm with rapid convergence.

The details of the technique developed at CesrTA will be discussed in Section

7.2.

Characterize the Growth and Mitigation of Electron Cloud

When synchrotron radiation strikes the vacuum chamber, photoelectrons are

emitted. In a positron storage ring the photoelectrons will then be attracted to-

ward the stored beam, inducing additional focusing and instabilities. At CesrTA

methods for electron cloud mitigation have been explored, including coatings

for the beam chamber walls, solenoids for pinning the field to the wall, and

clearing electrodes [26].

Characterize emittance growth due to intra-beam scattering (IBS)

Particle scattering within a bunch creates an abrupt change in individual parti-

cles’ momenta. When this scattering occurs in horizontally-dispersive regions,

horizontal emittance growth occurs. If it occurs in regions with vertical disper-

sion or coupling, vertical emittance growth occurs. This mechanism for emit-

tance growth is called intra-beam scattering (IBS). The goal for CesrTA is to
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characterize emittance growth due to IBS, and to demonstrate the validity of

existing IBS models [27].

3.3 CesrTA Lattice Design

The objectives laid out in the proceeding section define constraints on the op-

tics for CesrTA. In the interest of brevity, only emittance-related requirements of

the CesrTA layout will be discussed. The design vertical emittance is only deter-

mined by the finite opening angle of radiation, as shown in Eqn. 2.69. Therefore,

only the horizontal emittance constraints must be optimized.

In order for emittance studies at CesrTA to be relevant to the ILC damping

rings, the lattice must have a horizontal emittance similar to that of the ILC. The

damping time should also be similar to the ILC damping rings, and the syn-

chrotron radiation emission should be dominated by damping wigglers. From

a pragmatic standpoint, preference was given to a layout which relies only on

preexisting magnets, and minimizes the number of magnets to be relocated.

The final layout chosen involves locating the twelve superconducting damp-

ing wigglers to regions where the horizontal optics can be constrained to have

zero dispersion. In doing so, the H functions are minimized in the wigglers,

and (per Eqn. 2.70) the equilibrium horizontal emittance is reduced. For six of

the wigglers this required no relocation, as it was possible to constrain the dis-

persion where they were previously located in the arcs. For the remaining six

wigglers, a relocation was necessary. To minimize the distance cryogenics lines

would have to travel the L0 region was chosen, namely in the center of where

the former CLEO detector sits. This required removing the drift chamber of the
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CLEO detector and routing a girder through the center of the calorimeter.

A global increase in horizontal focusing, corresponding to a reduction in βa

and γa everywhere, also reduces Ha in the dipoles, where the remainder of the

synchrotron radiation is emitted. This corresponds to an increase in the hor-

izontal tune, and further reduces the equilibrium horizontal emittance. From

CESR-c to CesrTA conditions, the horizontal integer tune was increased from

10 to 14.

The layout of the final CesrTA lattice is shown in Figure 3.1. Three wigglers

are located at 18W and 18E, and six wigglers reside in the L0 straight. Addi-

tional instrumentation for electron cloud diagnostics has been installed in the

opposing straight in L3.

Parameters for low-energy conditions are summarized in Table 3.3, and the

optics functions are shown in Figure 3.2.

Parameter Value Units

Energy 2.085 [GeV]
ǫx 2.6 [nm]
ǫy < 20 [pm]

Qint
x,y (14, 9) [–]〈

βx,y

〉
(16.3, 20.4) [m]

〈ηx〉 0.8 [m]
Damping Time 50 [ms]

Energy Loss/Turn 189.2 [keV]
Bunch Length 11 [mm]

σE/E 8.1 × 10−4 [–]
αp 6.8 × 10−3 [–]

Table 3.3: Parameters of the CesrTA lattice.
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18E18W

L3

e+ e-

Figure 3.1: Layout of the CesrTA storage ring. Six damping wigglers are located
at L0, and three each at 18W and 18E, for a total of 12. Directions of propagation
are indicated for electrons and positrons.

3.4 Survey and Alignment at CesrTA

As was discussed in Section 2.12, the primary contributions to vertical emittance

dilution are tilted and vertically-offset quadrupoles, and dipole rolls. Without

beam-based corrections of orbit, dispersion and coupling, the vertical emittance

would be limited by the quality of survey and alignment.

The measured distributions of surveyed quadrupole and dipole offsets and

tilts for CESR are shown in Figure 3.3. The root mean square (RMS) of magnet
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Figure 3.2: Beta functions and horizontal dispersion for the CesrTA storage ring.
Note that the plot wraps around at 768.4 m = 0 m. Damping wigglers are located
in regions of zero dispersion, at s = 761 − 7 m (L0), s = 127 − 132 m (18W), and
s = 636 − 641 m (18E), all regions of zero horizontal dispersion.

alignments are summarized in Appendix E, and include an estimated 100 µm

uncertainty in the displacement of the magnetic center from geometric center of

focusing magnets.

Simulations using random distributions of magnet errors consistent with the

measured alignments summarized in Appendix E have been used to study the

effect of these errors on the vertical emittance. The method of simulation will
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Figure 3.3: Survey and alignment results for CesrTA as of December 2012 Ces-
rTA run, compared to alignment in September 2008 at the start of the CesrTA
program. Left to right: dipole roll, quadrupole tilt, and quadrupole vertical
offset.

be discussed in Chapter 8. Repeating for 100 random sets of magnet errors,

the resulting distributions of emittance, dispersion, and coupling yield statisti-

cal information about the probability of achieving the target emittance, and are

shown in Figure 3.4.

Relying solely on the geometric alignment of guide field magnets, simula-

tions show that out of 100 random seeds, only three yielded the target vertical

emittance of ≤ 10 pm; the mean vertical emittance of the 100 seeds is 104 pm.

It is evident that the survey and alignment techniques used are insufficient by

themselves to reach the CesrTA emittance target. Some form of beam-based

correction is clearly required in order to achieve and maintain low-emittance

operating conditions.
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Figure 3.4: Resulting distributions of vertical emittance, vertical dispersion, and
coupling when applying errors at the RMS amplitudes specified in Appendix
E.1.
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CHAPTER 4

INSTRUMENTATION

From Section 3.4, it is clear that survey and alignment are necessary but by

themselves are insufficient for achieving the vertical emittance goal of 10 pm at

CesrTA. Corrector magnets, such as steerings and skew quadrupoles, must be

powered in such a way as to counteract the residual optics errors which cannot

be corrected by magnet alignment alone.

In order to calculate the necessary corrections, measurements must be made

of the beam conditions in the accelerator. The measurement methods them-

selves will be discussed in Chapter 5, and the techniques for deriving correc-

tions from measurements (called low-emittance tuning, or optics correction)

will be covered in Chapter 7. First, the instrumentation required to measure

beam conditions must be introduced.

The three components of the instrumentation system covered here are the

beam position monitors (BPMs), tune trackers, and x-ray beam size monitors

(xBSMs).

4.1 BPM System

Beam position monitors (BPMs) are used to collect data for most beam-based

optics characterization techniques used in emittance tuning at CesrTA. a BPM

is comprised of four electrodes, or buttons, symmetrically placed around a beam

chamber at a fixed location in the ring. CESR is instrumented with 100 BPMs,

illustrated in Figure 4.1.
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Figure 4.1: Cross-section of a CESR BPM. Dimensions are in inches. The con-
ventional indexing at CESR for buttons is b1 − b4, where b1 is bottom-left, b2 is
bottom-right, b3 is top-left, and b4 is top-right.

A stored beam creates a potential which is then sampled by the four but-

tons on the vacuum chamber wall. The CESR BPM electronics are timed such

that each BPM records the peak signal generated during a bunch passage. This

style of BPM is called a peak-detection BPM. The CESR BPM system utilizes

processing electronics developed in-house and is capable of bunch-by-bunch,

turn-by-turn readout for bunch spacings of ≥4 ns [28].

Many modern lightsource BPMs take four signals into one controller that

pre-processes the raw signals into horizontal and vertical data. This design

is straightforward, and simplifies the post-processing necessary to reconstruct

beam conditions. However, by converting from four button signals to an x and

y position and an intensity I, information is lost. Additionally, by bringing all

four signals into one processor, there will inevitably be cross-talk between the
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channels prior to digitization, degrading the signals.

CESR BPMs have four separate controller cards, one for each button, which

are read out independently. This allows for greater flexibility in measurements

and post-processing, and minimizes channel-to-channel crosstalk. Bunch-to-

bunch cross-talk is below 4% after 4ns, and is effectively zero after 50ns; there

is no turn-to-turn cross-talk. Shot-to-shot single-turn orbit reproducibility is ap-

proximately 10 µm. The BPM system has a buffer of approximately 300,000

bunch-turns. Depending on the user’s request for data, some level of pre-

processing is done onboard the BPM electronics before committing data to file,

or the raw bunch-by-bunch turn-by-turn button signals are written directly to

file.

4.2 Tune Trackers

Several measurement and analysis techniques used at CesrTA require the beam

to be resonantly excited to large amplitude (several millimeters) while recording

turn-by-turn data with the BPM system. Phase measurements (Section 5.3) and

BPM gain calibrations (Section 6.2) are two examples, and will be discussed

later.

One method for exciting the beam is to “ping” the beam with a fast kicker on

a single turn. The beam will then oscillate around the closed orbit at the betatron

tunes until it is damped. However, particles at different amplitudes will expe-

rience different focusing due to sextupoles, causing the bunch distribution to

“smear out” over a much larger cross-section compared to its initial size. BPMs

are only capable of measuring the bunch centroid, so once the bunch loses its
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coherence, all BPM measurements will appear as though the beam were on the

closed orbit and no longer oscillating. In practice, with a chromaticity near zero,

a few thousand turns may be recorded. Even over these few thousand turns the

betatron tunes will vary slightly from turn to turn, making analysis difficult.

If more turns are necessary the bunch must be resonantly excited at the

betatron tunes on a turn-by-turn basis, without allowing the particles within

the bunch to oscillate at drastically different tunes. This can be accomplished

through use of a “tune tracker,” a phase-locked feedback system designed to

drive the beam resonantly [29]. If the tunes vary from turn to turn due to

amplitude-dependent tuneshift or other effects, the drive remains phase-locked

and will report an accurate instantaneous measurement of the tunes.

4.2.1 System Overview

The tune trackers are based on a phase-locked loop (PLL) to lock to the resonant

frequency of the beam. This is the same principle of a feedback system, except

rather than damping oscillations the tune trackers resonantly excite them. A

conceptual illustration of the tune tracker setup is shown in Figure 4.2. A beam

position monitor in the storage ring acts as a “pickup,” determining the horizon-

tal and vertical location of the bunch on a single turn. This information is sent to

the processing hardware which, depending on the phase advance between the

pickup and a stripline kicker, determines what voltages to apply to the stripline

such that the amplitude of the bunch centroid oscillation is increased until it

reaches an equilibrium over many turns. The voltage is applied as a fast pulse

which affects only the single bunch targeted for excitation.
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Figure 4.2: Conceptual illustration of the tune tracker setup used at CESR.

Betatron phase and coupling measurements (discussed in Sec. 5.3) require

a running sum to be recorded on the BPM modules, where the button signals

are compared to the phase of the drive signals. This could be done as a post-

process analysis, however it is faster to perform the calculations onboard the

distributed BPM modules. The reference phases for the tune trackers are propa-

gated through the timing system by encoding the signals within the BPM clock

signal. Appendix A discusses how this is accomplished.

4.3 X-Ray Beam Size Monitor

One of the most straightforward methods for measuring the vertical emittance

is to measure the vertical beamsize. The vertical beamsize for an arbitrarily-

coupled beam is given by Eqn. 2.89. Assuming the beam is well-decoupled, a

safe assumption in low-emittance conditions where the emittance coupling is
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below 0.5%, this simplifies to:

σy =

√
βyǫy +

(
ηy

σE

E

)2

(4.1)

βy and ηy can be derived from measurements of the machine, as will be dis-

cussed in Chapter 5. The energy spread σE/E is a property of the lattice design,

calculated by Eqn. 2.75, and is a known quantity. Therefore, if the beam size is

measured, the emittance can be inferred. For βy = 40 m and ǫy = 10 pm, and

assuming no vertical dispersion, Eqn. 4.1 yields σy = 20 µm.

The beam size monitor is required to have the ability to image the beam

on a bunch-by-bunch, turn-by-turn basis, for several reasons. First, by fitting

the beam profile turn-by-turn enables beam motion to be removed from the ob-

served beam size. Second, bunch-by-bunch capability allows for characterizing

emittance growth down a train of bunches. Third, turn-by-turn imaging enables

more advanced diagnostics such as an FFT of the beam size or centroid motion

over tens of thousands of turns.

Beam imaging methods depend on the spectrum of photons measured.

There are many factors advocating for imaging the beam using x-rays rather

than lower-energy spectra such as visible light:

• Flux: Having sufficient flux to image a bunch on a single pass is difficult.

For a beam energy of 2.085 GeV, the spectrum of synchrotron radiation

produced by a CESR dipole is maximal around Eγ ≈ 2 keV, indicating

the largest flux is in the x-ray spectrum. Additionally, optical elements

originally in the beam line (such as beryllium or diamond windows) sig-
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nificantly attenuate low-energy photons, whereas x-rays are mostly unaf-

fected.

• Optics: The beam size is measured using direct imaging with a pinhole,

therefore the resolution is diffraction-limited. Higher-energy photons will

diffract less than low-energy photons, and therefore provide better resolu-

tion.

• Signal: Higher-energy photons will convert to more charge when striking

a semiconductor detector, providing a larger signal for the same photon

flux. This eases the requirements of the electronics and signal processing.

For these reasons, the vertical beam size monitors at CesrTA operate in the

x-ray spectrum.

4.3.1 System Overview

CESR is instrumented with two x-ray beam size monitors (xBSMs), one for each

species [30, 31]. The xBSMs are one-dimensional 32-diode arrays with a pixel

width of 400 µm, and pixel pitch of 50 µm. The instruments are capable of

bunch-by-bunch, turn-by-turn measurements with a buffer of 250,000 bunch-

turns. Dynamic range for the instruments span beam currents 0.25 − 10 mA =

0.4 − 16 × 1010/ bunch at the standard CesrTA operating energy of 2.085 GeV. A

schematic of the xBSM setup is shown in Figure 4.3.

When characterizing low-emittance conditions, the beam is imaged using a

one-dimensional horizontal slit, which acts as a pinhole in the vertical dimen-

sion. The effective pinhole diameter D is determined by [32]:
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Figure 4.3: xBSM beam line setup at CesrTA.

D ≈ 2

√
1
2

fλ (4.2)

where f is the distance from the optic to the imaging sensor. For x-rays with

Eγ = 1 − 10 keV (λγ ≈ 0.1 − 1 nm), and an optic-to-detector distance of roughly

4 m, D ≈ 50 µm.

In practice, the smallest beam size which can be resolved using the pinhole

optic is around 10 − 15 µm, corresponding to ǫy ≈ 2.5 − 5.5 pm. Beam size is

determined by fitting to the beam profile over a minimum of 1024 turns on a

turn-by-turn basis, then averaging. In this way any effect of turn-by-turn cen-

troid motion from the measured beam size is removed.

4.3.2 Reference Orbit and Source Point

The x-ray beam lines at CESR are aligned to a non-zero orbit to accommodate

off-axis counter-rotating beams during light source operation. As such, a non-
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zero reference orbit is required in order to project light down the beam lines

for the xBSMs. The reference orbit is on-axis everywhere except a small region

around the beamline source point. An example reference orbit is shown in Fig-

ure 4.4.

Figure 4.4: A reference orbit for the D-line xBSM. The source point for the beam
line is between BPMs 94 and 95. Note the horizontal and vertical scales differ.

The location of the source point within the dipole will determine the source-

to-optic distance, which in turn defines the magnification. The calculations and

analysis of sensitivity to errors are summarized in Appendix B. Resulting dis-

tances and magnifications for C-line and D-line (used for imaging electrons and

positrons, respectively) are summarized in Table 4.1.
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Beamline Source-Optic [m] Optic-Detector [m] Magnification

C-line 4.4896 10.6211 2.3657 ± 0.0043
D-line 4.6313 10.0117 2.1640 ± 0.0038

Table 4.1: C-line and D-line parameters for optical distances, using survey re-
sults and CESR orbitry. These are valid for use in analysis of data from Decem-
ber 2012 and newer.
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CHAPTER 5

MEASUREMENT TECHNIQUES

Using the instrumentation described in Chapter 4, measurements of the op-

tics functions can be made in order to determine how the corrector magnets

should be powered in order to minimize contributions to the vertical emittance

from residual optics errors. The vast majority of measurements of the lattice op-

tics utilize the beam position monitor (BPM) system (see Section 4.1 for details).

The primary forms of BPM data used in optics correction are closed orbit, dis-

persion, and betatron phase and coupling. Methods for determining corrections

from these measurements will be discussed in Chapter 7.

5.1 Closed Orbit

The closed orbit at each BPM is measured by averaging button signals over 1024

turns of turn-by-turn bunch trajectory data onboard the BPM modules. Follow-

ing the indexing in the caption of Figure 4.1, the linearized position measure-

ments can be written as a ”difference over sum”:

x ≈ kx

(b2 + b4) − (b1 + b3)
b1 + b2 + b3 + b4

(5.1)

y ≈ ky

(b3 + b4) − (b1 + b2)
b1 + b2 + b3 + b4

(5.2)

where kx,y are geometric factors, determined by the geometry of the beam pipe.

For CESR beam pipes this is a valid approximation for small amplitudes (a few

millimeters or less). Larger amplitudes will cause a “pincushion” distortion,

which must be corrected using a nonlinear response map [33].
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A closed orbit measurement takes roughly 5 seconds, with measurement re-

producibility of around 10 µm.

5.2 Dispersion

Through the momentum compaction factor αp (Eq. 2.73) and the harmonic num-

ber h (Eq. 2.72), there is a known relationship between a change in RF frequency

and a change in the energy:

fRF =
1
C
×

clight

h
(5.3)

∆ fRF

fRF

=
1
∆C/C

(5.4)

= αp

1
∆E/E

(5.5)

That is, a change in RF frequency corresponds linearly to an inverse change

in the beam energy. This provides a convenient method for measuring the dis-

persive trajectory.

The dispersion functions are measured by varying the RF frequency by a

known amount and measuring the change in closed orbit. A standard disper-

sion measurement at CESR varies the 500 MHz superconducting RF cavities

by ±2 kHz (corresponding to δE/E = 5.9 × 10−4) and takes several minutes to

acquire. Most of the required time is due to varying the RF frequency. The

measurement reproducibility is better than 1 mm.
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5.3 Betatron Phase and Coupling

Quadrupole focusing errors and coupling errors are determined by measuring

betatron phase advance, using turn-by-turn data acquired while resonantly ex-

citing the beam [34].

Resonant excitation is achieved by phase-locking a pair of tune trackers, de-

scribed in Section 4.2, to the horizontal and vertical betatron tunes. The tune

trackers then excite the beam to amplitudes of several millimeters. 40,960 con-

secutive turns of data are acquired, where on each turn the button response is

compared to the phase of the tune tracker by processors onboard the BPMs. The

button-by-button phase and amplitude are then post-processed into horizontal

and vertical phase, the out-of-phase component of the coupling matrix C̄12, and

the two in-phase components of the coupling matrix C̄22,11.

All of the above information is determined from one measurement of the

machine. Betatron phase and coupling measurements take roughly 10 seconds

per measurement. Reproducibility of betatron phase measurements is of order

0.1 deg.

Phase and coupling measurements are a more sophisticated method than

orbit and dispersion measurements, and require further background to under-

stand how raw button signals are processed into usable data. This is discussed

in Appendix C.
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5.4 Turn-by-Turn Data

The BPM system can be operated in a true bunch-by-bunch, turn-by-turn mode

for bunch spacings ≥ 4 ns, and a buffer of approximately 300,000 bunch-turns.

The shot-to-shot reproducibility of turn-by-turn data is around 10 µm.

Turn-by-turn data is used during calibration of the BPM system, namely in

determining detector rotation and button-to-button gain variations. These pro-

cedures will be discussed in Chapter 6.
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CHAPTER 6

BEAM POSITION MONITOR CALIBRATIONS

BPM systematics must be understood in order to measure machine charac-

teristics with the requisite precision to achieve low-emittance conditions. The

primary characteristics to consider are: button-by-button timing, button-to-

button relative gains, BPM tilts, and BPM-to-quadrupole transverse offsets.

Each of these is now discussed in the order they are evaluated.

6.1 Button-by-Button Timing

Each controller card has independent timing, therefore every button on every

BPM must be timed in separately. A mistimed channel results in sampling the

bunch passage off-peak, which reduces the observed signal amplitude for that

button. Errors in button timing will affect orbit, dispersion, and in-phase cou-

pling measurements. Betatron phase and out-of-phase coupling measurements

have been shown in simulation to be insensitive.

The time-in procedure consists of sampling the temporal profile of a bunch

passage at a resolution of 10 ps and fitting to determine the peak. The process

takes less than one minute for all four buttons on all 100 BPMs to converge, with

less than 10 ps drift over a period of four hours.
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6.2 Button-to-Button Relative Gains

Differences in gain between button channels can produce distortions in ob-

served positions on the cross-section of the BPM. In the simplest scenario, a

single button gain error will shift all apparent orbits on that BPM toward one

quadrant. Multiple gain errors will introduce more complex behavior. Gain

errors affect orbit, dispersion, and in-phase coupling measurements, but not be-

tatron phase. For out-of-phase coupling measurements the processing method

has shown to be insensitive to gain errors in simulation.

The method of calibrating button gains used at CesrTA, called “gain map-

ping,” was developed by Rubin et al. at Cornell [35], and is based on a second-

order expansion of the button signal response. The method utilizes turn-by-turn

data, therefore data acquisition is fast, on the order of several seconds to collect

data for characterizing all 100 BPMs. The analysis relies on the fact that a lin-

ear relation exists between two combinations of the four button signals. For n

turns of turn-by-turn trajectory data there are 4n button measurements at each

BPM. There are only four unknowns, namely the button gains, and the system

is overconstrained for n > 1 orbits; typically 1024 turns are used. Data acquisi-

tion takes about 10 seconds, and the fitting process takes less than a minute to

determine all four button gains on all 100 BPMs.

All gain calibration techniques are sensitive to timing errors, which manifest

themselves as an apparent gain error. This method is insensitive to detector

rotation or offset, as the method uses raw button signals across a large cross-

section of the BPM, and does not rely on distinguishing between horizontal and

vertical modes.
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Typical BPM gain variations before correction are of order 5%, and are cali-

brated with a reproducibility of a few tenths of a percent.

6.3 Electronic Centering

A relative offset between the electronic center of a BPM and the magnetic cen-

ter of its nearest quadrupole will appear in measurements as an offset in the

quad, resulting in kicks from the quadrupole when the beam is centered to the

electronic center of the BPM. To minimize vertical dispersion (and thus the emit-

tance), the relative offset between the electronic center of a BPM and the mag-

netic center of the nearest quadrupole must be measured.

BPM-to-quadrupole relative offsets will only affect closed orbit measure-

ments and turn-by-turn trajectory data. Dispersion measurements are a differ-

ence of two closed orbits, therefore absolute offsets do not affect the measure-

ment, although real vertical dispersion will be created if the closed orbit is cor-

rected when the offsets have not been measured. Betatron phase and coupling

measurements are computed button-by-button, therefore transverse offsets will

not affect the measurement.

BPM-to-quadrupole centering is achieved using resonant excitation data

[36]. For each BPM/quadrupole pair, two consecutive betatron phase measure-

ments are taken, with two different quadrupole settings. The difference in phase

measurements is fit to determine the actual change in quadrupole strength, so

that there is no reliance on a current-to-field calibration, which may be inaccu-

rate due to hysteresis.
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The closed orbit is measured simultaneously with each phase measurement,

and is therefore known before and after the change in quadrupole strength. The

difference in closed orbits is fit to determine the kick induced by the quadrupole.

The relative offset is then determined from the change in kick to the beam due

to the change in strength of the quadrupole. The beam is then shifted toward

the center of the quadrupole to improve the accuracy of the measurement, and

the calibration is repeated.

Typical BPM-to-quadrupole offset calibrations are around 1mm RMS in both

horizontal and vertical, with a resolution of around 170 µm.

6.4 Tilt Calibration

If a BPM is rotated, a horizontal orbit perturbation will indicate a vertical offset.

This becomes particularly significant when measuring the dispersion, as the

average design horizontal dispersion in CESR is large, on order 1 m, whereas

the design vertical dispersion is zero. A rotated BPM will incorrectly measure

some component of the horizontal dispersion as vertical, which will then be

used in emittance corrections.

The smallest RMS vertical dispersion recorded in CesrTA conditions is

around 12 mm. Simulations have shown that an RMS of 12 mm of actual verti-

cal dispersion corresponds to 15-30 pm vertical emittance. However, as will be

discussed in Sec. 7.4, the vertical emittance is routinely measured to be smaller

than 15 pm. This suggests that at least some component of the vertical dis-

persion measurement is due to rotated BPMs. The RMS horizontal dispersion

is roughly 1 m, therefore if the BPM tilts are randomly distributed, the largest
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anticipated RMS BPM tilt is around 12 mrad.

Two methods for BPM tilt measurement have been developed. The first is

based on the in-phase coupling matrix elements C̄22,11, and the second uses turn-

by-turn data.

6.4.1 Method I: In-Phase Coupling

As previously mentioned, when acquiring betatron phase and coupling data,

three of the four elements of the C̄ matrix are measured. For coupling cor-

rections only the out-of-phase component C̄12 is used, which is insensitive to

BPM tilts. When the machine is well-corrected (i.e., C̄12 is small), the residual

in-phase components C̄22,11 will be dominated by BPM tilt errors; the in-phase

components can therefore be fit to derive the BPM tilts, which can then be uti-

lized when processing dispersion data. The analytic derivation for how a BPM

tilt affects the observed betatron phase and C̄ matrix elements is included in

Appendix D.

Simulations of this method of BPM tilt calibration suggest that even when

including effects of finite measurement resolution and BPM measurement er-

rors the method can determine BPM tilts to within 2.5 mrad. However, fitting

machine data has yielded BPM tilts which are inversely correlated with the am-

plitude of horizontal dispersion, resulting in an RMS fitted BPM tilt of around

20 mrad.
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6.4.2 Method II: Turn-By-Turn Trajectory Data

In a machine where the coupling is well-corrected, both the in-phase and out-

of-phase components of the coupling matrix will be small. After correcting the

out-of-phase coupling C̄12, the observed tilt of the beam ellipse in x-y space will

be dominated by observational errors from BPM tilts.

Using this method, the fitted BPM tilts have a distribution with an RMS of

roughly 12 mrad, in agreement with the maximum BPM tilt allowed by mea-

surements of the vertical dispersion. However, using these tilts in corrections

have not yet yielded any improvement in the vertical dispersion. BPM tilt stud-

ies are an ongoing effort.
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CHAPTER 7

LOW-EMITTANCE TUNING TECHNIQUES

The measurement techniques described in Chapter 5 allow for characteriz-

ing the existing conditions in a storage ring, and the BPM calibrations in Chap-

ter 6 ensure that the measurements accurately reflect the beam properties. This

information is utilized for calculating corrections to the optics to bring the stor-

age ring conditions closer to the design parameters. A typical outline of optics

correction procedure would be:

1. Measure and correct the closed orbit.

2. Measure and correct the beam envelope (beta functions).

3. Correct contributions to the emittance.

The final step, where the objective of the correction is to specifically reduce

contributions to the vertical emittance, is called “emittance tuning.” Methods

for emittance tuning differ greatly between accelerators, however the objective

is usually the same. From Eqn. 2.68, the equilibrium emittance depends on

I5,y, which in turn depends on Hy. Contributions to Hy are primarily vertical

dispersion and coupling.

One could in principle correct these contributions sequentially, however cor-

rections to one function (for example, the coupling) will affect other functions

(for example, the dispersion). An ideal correction procedure would address all

interdependencies simultaneously.
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7.1 Response Matrix Analysis (RMA)

Response Matrix Analysis (RMA) is by far the most common method for optics

correction at storage rings. In this method, the “response” of BPMs to changes

in corrector magnets is measured. The most widely used implementation of this

concept is Linear Optics from Closed Orbits (LOCO) [37], a package developed

on the Accelerator Toolbox (AT) platform [38] in MATLAB.

For LOCO, each steering magnet i is varied individually to two settings (typ-

ically symmetrically, −θi and +θi), taking a closed orbit measurement at all BPMs

j for each setting. From each pair of closed orbits, a difference orbit can be

computed. One therefore has the “response” of the BPMs to a change in that

steering:

dx j

dθi

=

x+θi

j
− x−θi

j

2θi

(7.1)

where x±θi

j
are the closed orbits at BPM j for steering strengths ±θi. Repeating

for all N BPMs and M steerings, this information can be consolidated into a re-

sponse matrix MORM. This response matrix determines the change in the closed

orbit at all BPMs due to a change in an arbitrary linear combination of changes

in steerings:

∆x = MORM
∆θ (7.2)
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(7.3)

The response matrix MORM can also be computed analytically for the design

lattice from a computer model. The difference between the measured and de-

sign response matrices shows the deviation of the actual machine from that

which is intended. A singular-value decomposition (SVD) then extracts the

most significant contributions to that difference, and corrector strengths can be

determined in order to minimize the largest contributions. This method also

determines BPM gain and tilt errors.

A more complete version of this procedure, including dispersion data, is in

regular use at SOLEIL [39], the Australian Synchrotron Light Source (ASLS) [40],

the Advanced Light Source (ALS) [41], Advanced Photon Source (APS) [42], and

several others. The ASLS used this method to achieve a vertical emittance of

1.2 pm in 2010 [11]. Similarly, the Swiss Light Source (SLS) used LOCO as a first

stage in achieving a sub-picometer vertical emittance in 2012 [14]. Clearly, this

is a very powerful technique.

However, the time required for acquiring data scales linearly with the num-

ber of correctors, and data analysis of M BPMs and N correctors scales as

(2M)2 × N (assuming 2M > N, a safe assumption in most storage rings). This
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scaling is acceptable in a smaller ring such as the ASLS, which has 98 BPMs and

140 correctors (horizontal and vertical steerings, and skew quadrupoles) [43].

The ASLS is unusually fast at acquiring ORM data, requiring roughly fifteen

minutes to record a full data set and another five minutes to compute correc-

tions. By comparison, one ORM data set takes around 2.5 hours to acquire at

CesrTA.

For a large ring such as the ILC damping rings, with 561 detectors and

around 300 correctors, the time required for data acquisition would be over five

times longer than the ASLS, and analysis would take approximately 70 times

longer. This makes ORM and LOCO prohibitively time consuming to perform

on a regular basis at the ILC damping rings. A faster method of emittance tun-

ing is required.

7.2 Combined Coupling and Dispersion Correction

The low-emittance tuning procedure developed at CesrTA takes advantage of

the fact that all BPMs are capable of betatron phase and coupling measurements

through turn-by-turn acquisition. As described in Section 5.3 (and elaborated on

in Appendix C), only one measurement of the machine is necessary to determine

the betatron phases and transverse coupling. Most of the processing for these

measurements occurs onboard the BPM modules, which greatly enhances the

data processing throughput while still returning a detailed characterization of

the optics. As such, correction methods utilizing betatron phase and coupling

measurements scale easily to any size storage ring.

The emittance correction procedure developed for CesrTA is as follows:
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1. Measure the closed orbit and correct to the xBSM reference orbit using all

horizontal and vertical steering correctors.

2. Measure the betatron phase, transverse coupling (C̄12), and horizontal dis-

persion. Fit a model lattice to the measurements, allowing all normal

quadrupoles and skew quadrupole correctors to vary, and load the com-

puted corrections.

3. Remeasure the closed orbit, transverse coupling, and vertical dispersion.

Fit model lattice to all machine data simultaneously using all vertical steer-

ings and skew quadrupoles, and load the fitted corrector changes.

The turnaround time for one full set of corrections is roughly ten minutes, or

about 1/15 the time required to collect an ORM data set at CesrTA.

Lattice corrections are determined by a χ2 fit of a machine model to measure-

ments of the lattice functions, with a merit function defined as [34]:

χ2
=

∑

i

wi
data

[(
dmeasured(i) − dre f (i)

)
−

(
dmodel(i) − ddesign(i)

)]2
+

∑

j

w j
var

[(
vmeasured(i) − vre f (i)

)
−

(
vmodel(i) − vdesign(i)

)]2
(7.4)

where d(i) is the ith datum (for example, the vertical orbit at a BPM), v( j) is

the jth variable (such as a corrector strength), and wi, j are user-defined weights.

Weights are applied to corrector strengths in order to prevent the optimizer from

reaching a minimum which requires unrealistic corrector strengths. The merit

function is minimized through an optimization algorithm such as Levenberg-

Marquardt [44], which adjusts corrector magnets in the model to best match the
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measurements such that the correctors in the model will reproduce the mea-

surements. The inverse of the model corrector strengths can then be loaded into

the lattice to compensate for optics errors.

To ensure conditions return with minimal effort a hysteresis loop must be

established. It is standard procedure when first recovering conditions to save

magnet settings after achieving low emittance, run the machine through a hys-

teresis loop where magnet currents are ramped in a well-defined pattern, then

re-load the previously saved conditions and repeat the emittance tuning proce-

dure to apply minor corrections. In general the corrections required after loop-

ing are minimal, and a second loop is not necessary to further enforce the repro-

ducibility of low-emittance conditions. The only magnets strongly affected by

hysteresis are those used to create the xBSM orbit bump, as described in Section

4.3.2.

A summary of optics functions after a typical low-emittance correction are

shown in Table 7.1. The values reported are the RMS of the measurement it-

self (labeled “data” in the table), and the RMS of the best-fit model to the data

(labeled “machine model”).

Measurement RMS (data) RMS (machine model) Units

δy 253 110 [µm]
δφa,b 0.3 0.3 [deg]
δβ/β — 0.73% [%]
ηy 13 5 [mm]

C̄12 0.004 0.003 [–]

Table 7.1: Typical levels of correction for optics measurement after the full emit-
tance tuning procedure. Measurements were taken at 0.8 mA (1.3×1010/bunch),
and RMS values are reported for both the machine measurement and a machine
model which is fit to the measurements. Beta beat is computed from fitting
phase data.
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7.3 Calculating Emittance and its Uncertainties

The vertical emittance ǫy is computed from measurements of the vertical beam

size using the xBSM (Section 4.3). The coupling C̄12 is measured to be small,

O [0.003], therefore the terms in σy from the a-mode (horizontal-like) in Eqn.

2.89 are insignificant and the beam size takes the form of Eqn. 4.1. In practice

this is a valid assumption for well-corrected optics.

Modifying Eqn. 4.1 to solve for the emittance:

ǫy =

σy
2 −

(
ηy

σE

E

)2

βy

(7.5)

The beam size σy is related to the measured image at the xBSM σim by

σy
2
=

(
σim

M

)2

− σp
2 (7.6)

where σp is the image size at the detector for a point source, projected back

to the source point. When the source has finite size, the resulting image on

the xBSM detector is a convolution of the point-source response with the finite

source size. If both the source and the point response are sufficiently Gaussian,

then the width of the final image is approximately the widths of the finite source

size and the point response added in quadrature.

Uncertainties in the measurement of the vertical emittance fall into two

classes: systematic and statistical. The former are uncertainties which are con-

sistent from one measurement to the next, such as confidence in the method
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used to determine the beam size from fitting the xBSM data, and uncertainty in

the source point within the dipole. The latter includes parameters which vary

from one measurement to the next, for example beam size fluctuation or the

reproducibility of measurements of optics functions (βy, ηy). A proper assess-

ment of the uncertainty in the emittance measurement must account for both

systematic and statistical uncertainties.

The uncertainties associated with measurements of vertical emittance with

the xBSM were originally outlined in [45], however not all sources of uncer-

tainty were included at the time. The sources of uncertainty fall into two cate-

gories:

• Uncertainty in Beam Size - The measurement in the beam size itself has

both systematic and statistical uncertainties. The former is due to confi-

dence in the procedure used to determine the beam size from the mea-

sured image size at the xBSM detector, confidence in the fidelity of the

image sampled by the xBSM detector, and confidence in the understand-

ing of the optics used to image the beam. This includes the location of

the source point within the dipole and the height of the vertically-limiting

aperture used as a pinhole for imaging. The statistical uncertainty is due

to shot-to-shot variation in the beam size from variation in the actual beam

size and in photon flux.

• Uncertainty in Lattice Optics Functions - For a fixed measurement of the

beam size, a variation in the optics functions (β, η) will change the re-

sulting emittance. The systematic uncertainty in the optics functions is

entirely due to uncertainty in the longitudinal source point, as the optics

functions vary along s within the dipole. Statistical uncertainties are due
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to fluctuations in the measured optics functions, and are estimated from

repeated measurements of the optics.

As always, statistical uncertainties add in quadrature, whereas systematic

uncertainties add linearly [46]. The uncertainties therefore propagate as follows:

δǫ stat
y =

√∣∣∣∣∣∣
∂ǫy

∂βy

∣∣∣∣∣∣
2(
δβstat

y

)2
+

∣∣∣∣∣∣
∂ǫy

∂ηy

∣∣∣∣∣∣
2(
δηstat

y

)2
+

∣∣∣∣∣∣
∂ǫy

∂σim

∣∣∣∣∣∣
2(
δσstat

im

)2
(7.7)

δǫ sys
y =

∣∣∣∣∣
dǫy

dσim

∣∣∣∣∣ δσ
sys

im
+

∣∣∣∣∣∣
dǫy

dσp

∣∣∣∣∣∣ δσp +

∣∣∣∣∣
dǫy

ds

∣∣∣∣∣ δs (7.8)

where

∣∣∣∣∣
dǫy

ds

∣∣∣∣∣ =
∣∣∣∣∣∣
∂ǫy

∂βy

∂βy

∂s
+
∂ǫy

∂ηy

∂ηy

∂s
+
∂ǫy

∂M

∂M

∂s

∣∣∣∣∣∣ (7.9)

and sys and stat refer to the systematic and statistical uncertainties, respectively.

The individual terms dǫy/dxi are computed by varying the terms xi in Eqn. 7.5

by their uncertainties ±δxi. Relevant parameters used in the calculation of the

emittance and the propagation of uncertainties are summarized in Table 7.2.

Note that for the magnification M and optics functions β, η, the systematic un-

certainties are accounted for through ∂xi/∂s to emphasize their sole dependence

on longitudinal source point in the dipole.
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Parameter Value Systematic Statistical Units

σim 56.4 ± 2.2 ± 0.1 [µm]
σp 17.0 ± 2.0 – [µm]
M 2.1629 – – [–]

∂M/∂s -0.4673 – – [m−1]
βy 42.09 – ±0.75 [m]

∂βy/∂s −9.56 – – [m/m]
ηy -0.9 – ±2.0 [mm]

∂ηy/∂s 0.51 – – [mm/m]
δs – ±8 ±2 [mm]

σE/E 8.125 × 10−4 – – [–]

Table 7.2: Parameter values and uncertainties used for calculating uncertainty
in the December 2012 2.085 GeV e+ emittance measurement. This table is repre-
sentative of results typically seen in each of the conditions characterized, how-
ever every set of conditions where the vertical emittance is measured will have
different values for the parameters in this table.

Energy [GeV] Species ǫy [pm] δǫ
sys
y [pm] δǫstat

y [pm] Date

2.085 e+ 8.7

{
+2.9
−3.4

{
+0.2
−0.2

12/2012

2.085 e+ 11.8

{
+3.3
−3.5

{
+0.3
−0.2

4/2013

2.085 e− 13.3

{
+3.4
−3.5

{
+0.3
−0.3

4/2013

2.305 e+ 12.7

{
+3.0
−3.9

{
+0.2
−0.2

12/2012

2.553 e+ 10.2

{
+2.9
−3.4

{
+0.2
−0.2

4/2013

Table 7.3: Lowest-achieved emittance at CesrTA in a variety of energies. Elec-
tron conditions are only reported for the April 2013 CesrTA run at 2.085 GeV.
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7.4 Results of Emittance Tuning at CesrTA

Using the above tuning method, and propagating errors according to Equations

7.7–7.9, results of emittance tuning at CesrTA are summarized in Table 7.3. For

all measurements, bunch current was 0.7-0.9 mA = 1.1 − 1.6 × 1010/bunch.

The measurement for positrons at 2.085 GeV in December 2012 demonstrates

the achievement of the CesrTA Phase II target vertical emittance of 10 pm. Sub-

sequent measurements in near-identical conditions in April 2013 do not repro-

duce this achievement. There are several reasons why this may be. First, while

in December 2012 all four superconducting RF cavities were operational, only

three were running in April 2013. This reduced the total RF voltage from 6.4 MV

to 4.8 MV, which could have affected the beam size. Secondly, it was observed

during the April 2013 machine studies that BPM-to-quadrupole centering did

not converge well. Subsequent investigations showed that there were indeed

problems with the automated method, which have been addressed after the

CesrTA run ended.

Measurements of the vertical emittance for electrons are consistently larger

than for positrons in similar machine conditions. The only difference in the

machine optics between electron and positron low-emittance setups is the use

of a different closed-orbit bump for alignment to the xBSM beam lines. The

discrepancy in emittance measurements is not understood at this time.
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7.5 Alternative Emittance Tuning Methods at CesrTA

Several alternative LET tuning methods have been explored. To date, no

method has proven to be faster or yield consistently better results than the three-

stage correction algorithm based on betatron phase and coupling measurements

described in Sec. 7.2.

LOCO analysis was briefly tested at CesrTA [47]. Data acquisition was found

to be prohibitively slow (of order two hours or more for a single data set), and

the corrector strengths determined by LOCO were nearly identical to those de-

termined by the combined coupling and dispersion corrections already in use.

An alternative to the phase and coupling correction, using turn-by-turn data

and developed jointly with A. Wolski [48], was also tested at CesrTA. This

method, called “normal-mode analysis,” aims to determine the response of the

individual button signals to the normal modes a and b. Starting in an uncor-

rected lattice this method delivered similar corrections to the nominal coupling

and dispersion correction. However, iteration of the coupling and dispersion

correction would often further reduce the emittance, whereas the normal mode

corrections did not. Further development of this method may result in similar

results to that achieved with the coupling and dispersion correction.
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CHAPTER 8

EMITTANCE CORRECTION SIMULATIONS

The vertical emittance measurements presented in Section 7.4 demonstrate

the best corrections achieved to-date. However, the measured vertical emittance

after correction remains two orders of magnitude above the fundamental quan-

tum limit (around 0.1 pm). It is of interest to diagnose what factors are limiting

the effectiveness of corrections, and to determine whether it is possible to reduce

the vertical emittance further.

In this chapter the methods for simulating optics measurement and correc-

tion are discussed, including how BPM measurement errors and guide field

magnet errors are modeled. Results of simulations based on input parameters

representing the physical accelerator are presented.

8.1 ring ma2

Without beam-based optics corrections, the most significant contributions to

the vertical emittance are magnet misalignments and BPM measurement errors.

The choice of correction algorithm will also contribute to the final emittance

after correction. To evaluate these contributions to vertical emittance, a simu-

lation package has been developed. The program, ring ma2, uses the Bmad

accelerator code library [22, 49], and does the following:

1. Assigns random misalignments and BPM errors with user-defined ampli-

tudes to the ideal lattice to create a realistic machine model.

2. Simulates beam-based measurements of optics functions including the ef-
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fects of BPM measurement errors.

3. Computes and applies corrections for each iteration based on the simu-

lated measurements.

4. After each correction iteration, it records the effectiveness of the correction

in terms of emittances and optics functions.

The entire procedure is repeated for typically 100 random seeds in order to

generate statistics for analysis. The simulation is approached from a statistical

perspective for three reasons. First, magnet positions continually drift, making

it difficult to know the exact set of misalignments in the ring on any given day.

Second, the precise distributions of magnetic centering or BPM measurement

errors are not known, mandating that their distributions be approached from a

statistical perspective. Third, by framing the analysis in terms of statistical prob-

ability of achieving the required emittance, the characterization process may be

extrapolated to new machines which are not yet built using only the knowledge

of survey and alignment tolerances.

When discussing the results of statistical analysis the 95% confidence levels

(CL) are presented. That is, after applying the full optics correction procedure

95% of simulated lattices, each with a randomly chosen distribution of misalign-

ments and measurement errors, achieve a vertical emittance below the 95%CL.

The simulation is believed to be sufficiently complete such that it is very un-

likely that the contribution of static optics errors to the vertical emittance in the

actual machine is greater than this number.

95



8.1.1 Model Lattice with Errors

Bmad allows for introducing strength errors (including systematic and random

multipole errors) and alignment errors (such as offset, roll, and pitch) to any

lattice element. Magnet strength errors scale with the absolute strength of the

magnet. Alignment errors are treated as additive errors, and are applied directly

without scaling. In all cases, errors are constrained to be less than 3σ, as any

errors larger than this would be isolated and rectified.

ring ma2 also models BPM measurement errors, which are discussed in

detail in Section 8.1.3.

8.1.2 Simulated Measurements

All simulated measurements are modeled as realistically as possible. For closed

orbit measurements this involves recording 1024 turns of trajectory data, in-

cluding the effects of BPM measurement errors on every turn, and averaging

the results. Dispersion is simulated as a difference of two closed orbits, varying

the RF frequency by a known amount in-between. All measurements include

the effects of radiation damping and excitation.

For phase and coupling measurements, a macroparticle is resonantly ex-

cited using a simulated phase-locked tune tracker and allowed to equilibrate

by tracking for several damping times (105 turns). After the particle trajectory

has equilibrated, 40,960 turns of raw BPM button data are recorded at every

BPM. The data is then processed with the same code used for processing CESR

phase and coupling data, following Appendix C.
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A comparison of lattice parameters derived from simulated measurements

in an ideal lattice and those calculated directly by Bmad are summarized in Table

8.1 for each measurement type, and presumably represent a fundamental lower

limit to the resolution of each measurement technique. Measurements for orbit,

dispersion, and betatron phase have differing levels of agreement for horizontal

and vertical, which can be attributed to the aspect ratio of the BPM geometry

(seen in Fig. 4.1).

Measurement RMS (Simulated - Bmad) Units

Closed Orbit x, y 20, < 1 × 10−3 [µm]
ηx,y 0.75, < 1 × 10−6 [mm]
φx,y 0.1, 0.05 [deg]
C̄12 4.3 × 10−4 [–]

Table 8.1: RMS difference between simulated measurements and Bmad-
calculated values, neglecting any BPM measurement errors.

8.1.3 BPM Errors

As was discussed in Chapter 6, BPM measurement errors can limit the quality

of data used in optics corrections. It is therefore necessary to rigorously model

BPM errors.

The two classes of BPM errors modeled in ring ma2 are BPM misalign-

ments (offsets and tilts) and button-by-button effects (button gain, timing, and

electronic noise). Each type of error will affect the measurement differently, and

the order and application of errors must be modeled correctly. All simulated

measurements presented include the effects of all listed BPM measurement er-

rors.
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BPM Misalignments: Offsets and Tilts

BPM alignment errors (offsets and tilts) are applied in the following way:


x

y



m

= R(θ)


xlab − δx

ylab − δy

 (8.1)

where (x, y)m are the coordinates with BPM misalignments applied, R(θ) is the

rotation matrix for angle θ, and δx, δy are the horizontal and vertical offset be-

tween the BPM and nearest quadrupole.

Button Effects: Gain, Timing, and Reproducibility

Timing errors, gain variations, and turn-by-turn resolution affect individual

button signals. Modeling their effects requires an accurate method for convert-

ing from (x, y) coordinates to button signals b1,2,3,4, applying errors, and convert-

ing back to (x, y) coordinates.

All button-by-button errors of these classes are handled through use of a

nonlinear interpolation grid which converts (x, y) coordinates to button signals.

Button-by-button errors are applied to the individual channels, and the final

“measured” (x, y) coordinates are determined by the best fit to the set of new

button signals using the same interpolation grid [33]. The nonlinear map used

in these studies is for a BPM with a “CESR geometry” (see Figure 4.1).

The only geometric distortion which must be accounted for on a button-by-

button basis is a relative horizontal shearing of the top and bottom BPM button
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blocks. In this case, the upper two buttons will move in one direction, and

the lower two buttons will move in the other direction. A common shift of the

blocks in the same direction will change the electronic centering of the BPM,

and therefore will be accounted for when calibrating the BPM-to-quadrupole

centering (Sec. 6.3).

Including effects from button-to-button gain errors, timing errors, and mea-

surement reproducibility, the four observed button signals bi at each BPM are:

bmeas
i = gi ti bm

i + δb
noise
i (8.2)

In Equation 8.2 bm
i

is defined to be the button signal determined through the

interpolation grid for the coordinates (x, y)m from Equation 8.1. gi is the gain

error on button i, and ti is an effective gain error for button i arising from the

timing error:

ti = 1 +
a0

a2 −
a2

1
4a0

(δt[s])2 (8.3)

where the constants a0,1,2 are empirically determined, and a0 is negative. This

method of modeling the timing error also allows the BPM model to account for

synchrotron motion by modulating the timings on all four buttons on a turn-by-

turn basis.

BPM position measurement reproducibility is dominated by electronic noise

arising from the digitization and amplification of an analog signal on each of the

four controllers, and is modeled in Equation 8.2 as an additive error δbnoise
i

on
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each of the four button signals. The amplitude of the button-by-button repro-

ducibility is set by determining the change in a single button signal consistent

with changing the observed orbit by the desired (x, y) resolution (for example

10µm).

8.2 Simulation Results for CesrTA

Misalignments and BPM errors used for simulations are summarized in Ap-

pendix E, Tables E.1, E.2, and E.3, and are either from directly-measured values

or inferred from machine measurements.

The emittance correction procedure used in the simulation is identical to that

used on the actual machine, outlined in Section 7.2. Results from ring ma2 are

shown in Figure 8.1, and summarized in Table 8.2. The dashed black lines in

Fig. 8.1 indicate the measured values from CESR presented in Tables 7.1 and

7.3.

Measurement Initial Iter 1 Iter 2 Iter 3 Units

φ 7.7 1.6 0.1 0.1 [deg]
ηy

meas 42.6 18.7 18.7 15.4 [mm]
ηy

Bmad 40.1 13.9 12.2 5.0 [mm]
C̄12 6.3 3.2 0.34 0.24 [×10−2]
ǫy 255.8 33.0 27.5 4.1 [pm]

Table 8.2: 95% confidence level (CL) correction levels after each correction iter-
ation. All values except ηy

Bmad include observational effects from BPM measure-
ment errors. Details of the correction iterations are discussed in Section 7.2.
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Figure 8.1: Results from ring ma2, using misalignments and BPM measure-
ment errors stated in Table E.1, plotted before correction (red), and after first,
second, and third stage of emittance correction (blue, green, and black, respec-
tively). Note that the horizontal axis is on a logarithmic scale. Dispersion and
coupling are “observed” values, and include BPM measurement errors. Details
of the correction iterations are discussed in Section 7.2. The dashed black lines
indicate measured values in CESR.

8.3 Discussion of Simulation Results

Dispersion

When including the effects of BPM measurement errors the RMS vertical disper-

sion in the simulation agrees with what is measured in the machine. However,
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the actual (rather than measured) RMS vertical dispersion in the simulation is

much less. This implies that the measurement is dominated by BPM measure-

ment errors, namely BPM tilt calibrations. Interestingly, although the actual

dispersion is below the resolution of the dispersion measurement, the actual

dispersion decreases after each step of the correction process. This suggests

that by correcting the sources of vertical dispersion (vertical orbit and coupling)

rather than the dispersion itself, most of the vertical dispersion present in the

machine is eliminated.

Coupling

The average coupling in simulations after correction is roughly half of that mea-

sured in CESR. The lowest coupling measured in CESR is around C̄12 ≈ 0.002,

barely within the distribution from the simulation.

Emittance

The 95%CL vertical emittance from ring ma2 is 4.1 pm, compared to the mea-

sured vertical emittance of 8.7 (+2.9/-3.4) sys (±0.2)stat pm at 2.085 GeV. It is clear

that there are sources of emittance dilution which are not accounted for in the

ring ma2 model.
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CHAPTER 9

DIAGNOSIS OF EMITTANCE DILUTION

The measured vertical dispersion in Table 7.3 and the minimum C̄12 mea-

sured at CesrTA (0.002) are within the distributions from the simulation. This

implies the errors applied to the model accurately reflect the optics in the accel-

erator. However, the simulations also indicate a vertical emittance significantly

smaller than we measure, with 95% of seeds achieving ǫy < 4.1 pm compared to

a measured ǫy = 8.7 pm. This suggests that the emittance is not limited by any-

thing modeled in the ring ma2 simulations, including magnet misalignment,

field errors, multipoles, and correction method.

Likely candidates for the remaining emittance dilution are time-dependent

sources, which cannot be included easily in the ring ma2 simulations. Such

sources include magnet power supply stability, line voltage stability, and inter-

actions of the storage ring’s stored beam with the pulsed synchrotron and trans-

fer line magnets. These may contribute to the vertical emittance as discussed in

Sec. 2.13.

9.1 Emittance Dilution from Feedback Modulators

Two bunch-by-bunch feedback systems are in use at CESR: a 14 ns system and

a DIMTEL 4 ns system [5]. Both feedback systems are maintained in order to

permit 4 ns bunch spacing for one species and 14 ns spacing for the other during

dual-species CHESS operation. The outputs of the two feedback modulators are

sent to a combiner, which is then sent to a common feedback amplifier which

provides 55 dB of gain. This amplified signal is then sent to a stripline kicker in
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the storage ring. Typical voltages are less than 5 V at the stripline kickers.

During the diagnosis of the residual vertical emittance, it was found that

when the 14 ns feedback modulator gains are zeroed, the modulators continue

to output a noise signal large enough to perturb the equilibrium emittance. This

perturbation is seen as an increase in the vertical beam size and turn-by-turn

spread in beam sizes from the xBSM, and an increase in beam centroid motion.

The xBSM is a turn-by-turn device, therefore the beam centroid motion is not

averaged into beam size during fitting, and the reduction in measured vertical

emittance when disabling the feedback amplifiers cannot be attributed to a sim-

ple reduction in beam centroid motion. The feedback amplifiers were disabled

for all low-emittance measurements reported in Table 7.3.

The turn-by-turn beam centroid motion before and after disabling the feed-

back amplifiers is shown in Fig. 9.1. Recalling that the circulation time in CESR

is 2.56 µs, it is clear that the overall beam motion is dominated by a substantial

60 Hz modulation, whose amplitude is unaffected by disabling the feedback

amplifiers. However, a reduction in the intrinsic “width” of the 60 Hz modula-

tion is seen. An FFT of the centroid motion data (Fig. 9.2) shows a significant

reduction in the peaks at the vertical betatron tune (252 kHz) and its synchrotron

sidebands (roughly 252 kHz ± 22 kHz).

A significant reduction in the turn-to-turn variation in beam size is also ob-

served when disabling the feedback amplifiers (Fig. 9.3). There is a correspond-

ing reduction in the vertical tune and sideband peaks in the FFT spectrum (Fig.

9.4), though the peak-to-floor amplitudes for the beam size FFT are smaller com-

pared to those in the centroid motion FFT.
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Figure 9.1: Turn-by-turn bunch centroid motion, before disabling transverse
feedback amplifiers (top) and after (bottom).
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Figure 9.2: FFT of bunch centroid motion, before disabling transverse feedback
amplifiers (top) and after (bottom). Circulation frequency is 390.1 kHz.
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Figure 9.3: Turn-by-turn vertical beam size, before disabling transverse feed-
back amplifiers (top) and after (bottom).
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Figure 9.4: FFT of vertical beam size, before disabling transverse feedback am-
plifiers (top) and after (bottom). Circulation frequency is 390.1 kHz.
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9.1.1 Estimate of Effect of Feedback Noise

The noise signal from the feedback modulator output has been measured in

order to analytically compute its effect on the vertical emittance. An estimate of

the contribution to emittance due to a time-varying kick was shown in Section

2.13 (Eqn. 2.95). Following Eqn. 2.94, this translates to an increase in the vertical

emittance of:

ǫθ =

(
1
2

T0E0

U0Jy

) (
1
2

f0β0θ
2
RMS

)
(9.1)

=
1
4

E0

U0Jy

β0θ
2
RMS (9.2)

where again θRMS is the RMS kick applied to the beam, on a turn-by-turn basis.

This contribution to the vertical emittance adds linearly to the equilibrium emit-

tance from radiation damping and quantum excitation. When attenuating the

14 ns feedback modulator input to the feedback amplifier, a reduction in vertical

emittance is observed:

σ0
y = 25.2 µm→ ǫ0

y = 15.1 pm (9.3)

σatten
y = 19.2 µm→ ǫatten

y = 8.7 pm (9.4)

The contribution to the vertical emittance due to the 14 ns feedback modula-

tor noise at zero-gain is therefore δǫy = 6.4 pm.

The RMS voltage jitter from the modulator required to generate the observed

change in emittance can be calculated using Eqn. 9.2. First, the kick θRMS which

produces this level of emittance dilution is
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θRMS =

√

4
U0Jy

E0β0
δǫ (9.5)

For U0 = 189 keV/turn, Jy = 1.001, E0 = 2.085 GeV, β0 = 26.8 m, and δǫ =

6.4 pm, this yields θRMS = 9.3 nrad.

The striplines are L = 1 m long, with a separation of D = 10 cm. The voltage

can be determined by the beam rigidity (Eqn. 2.23):

E0 [GeV] = 0.2998Bρ [T ·m] (9.6)

= 0.2998
(
V/D

c

) (
L

θRMS

) [
V/m

m/s
· m

rad

]
(9.7)

V =
E0cD θRMS

0.2998L
(9.8)

Using the provided values, the RMS voltage modulation at the plates is ex-

pected to be VRMS = 1.9 V. This means the voltage jitter from the modulator

output (prior to the 55 dB amplification) is expected to be:

VRMS = 3.5 mV (9.9)

The measured voltage noise from the feedback modulator has a total peak-

to-peak amplitude of ≈ 50 mV RMS. However, much of this is constant from

shot to shot, which creates a static perturbation to the closed orbit. The mod-

ulation in the voltage from shot to shot is closer to 20 mV peak-to-peak, with

a standard deviation of 2.3 mV, in reasonable agreement with the analytic esti-

mate.
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9.2 Remaining Sources of Beam Jitter

Other time-varying sources of emittance dilution may be responsible for the

remaining discrepancy between the measured emittance and ring ma2 simu-

lation results. From Fig. 9.1, it is clear that there are two components to the

beam motion: a large-amplitude (roughly 40 µm peak-to-peak) 60 Hz modula-

tion varying over thousands of turns, and a small-amplitude (roughly 10 µm

peak-to-peak) fast modulation varying on a turn-by-turn basis.

By disabling the transverse feedback amplifiers the amplitude of fast mod-

ulation reduces in amplitude from around 12 µm peak-to-peak to 6 µm, cor-

responding to a reduction in vertical emittance of 6.4 pm, or 40%. If real, the

remaining fast modulation of 6 µm will also contribute to emittance dilution.

By extension of the feedback modulator study, eliminating this additional fast

modulation may reduce the vertical emittance by a further 6 pm, bringing the

measurements into agreement with the ring ma2 study.

The 60 Hz component is slow, on par with the damping time (60 Hz = 17 ms,

compared to τ = 50 ms). Therefore, for Eqn. 9.2 to be applicable, one must con-

sider the RMS variation in the kick on a turn-by-turn basis, rather than the full

amplitude. To estimate the impact this modulation may have, the 60 Hz signal

is assumed to have a single source, the feedback modulator. In this case, using

the same derivation as before, the emittance dilution due to the turn-by-turn

change in kick for the 60 Hz source would be δǫy = 0.05 pm, which is insignif-

icant compared to the roughly 5 pm necessary to bring the measurements into

agreement with the simulation.

The remaining sources of kicks inducing the fast modulation must be iden-
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tified for this hypothesis to be tested. The diagnosis is complicated by the fact

that there are no significant peaks in the FFTs of bunch centroid motion or ver-

tical beam size which might correspond to the high-frequency centroid motion

seen in the turn-by-turn plots. Two approaches to the analysis are taken: by

considering the energy dependence of the vertical emittance, and by directly

disabling non-critical time-varying components in the ring.

9.2.1 Energy Dependence

Contributions to the vertical emittance from quantum excitation, magnet mis-

alignments and field errors, and from time-varying sources each scale differ-

ently with energy. By measuring the minimum vertical emittance achieved at

multiple energies, some understanding of the relative contributions of these

terms may be gained.

A detailed derivation of the energy dependence is presented in Appendix F.

The emittance is modeled as having four components, summing linearly:

ǫb(E0) = COAǫ
OA
b (E0) +CQEǫ

QE

b
(E0) +CRF,θs

ǫRF,θs

b
(E0) +Cθc

ǫθc

b
(E0) (9.10)

where the four terms arise from the finite opening angle of the radiation fan,

quantum excitation for radiation emission in dispersive regions, RF jitter and

time-varying dipole kicks whose amplitudes scale inversely with energy (com-

bined into the same term as they have the same energy dependence), and time-

varying dipole kicks whose amplitudes do not scale with energy.
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Note that while the convention here refers to whether the dipole kicks them-

selves scale with energy, in reality these kicks would arise from places such as

the current stability in magnet power supplies. Therefore, a time-varying dipole

kick which does not scale with energy would arise from a magnet power supply

whose amplitude of current jitter does scale with energy.

The constants Ci denote the relative strength of the contributions, and are

constrained to be positive. The terms ǫ i
b

are normalized such that ǫ i
b
(2.085 GeV) =

1 and the constants Ci directly reflect the emittance contribution of each term in

picometers. Additionally, COAǫ
OA
b

has been shown to contribute minimally to the

emittance (0.22 pm at 2.085 GeV), and scales minimally with energy (down to

0.18 pm at 2.553 GeV). This term is therefore fixed at 0.2 pm for these studies, to

reduce the number of free parameters.

The vertical emittance was measured after corrections at 2.305 GeV and

2.553 GeV, in addition to the nominal 2.085 GeV. For all three energies the op-

tics are constrained such that the differences are minimal, aside from Bmax in the

damping wigglers remaining constant at 1.9 T. Using measurements from Table

7.3, the constants Ci are determined by fitting the data for four scenarios:

1. Assume no contributions from RF jitter or time-varying dipole kicks,

therefore CRF,θs
= Cθc

= 0.

2. Assume no contributions from RF jitter or time-varying dipole kicks which

scale inversely with energy, therefore CRF,θs
= 0.

3. Assume no contributions from time-varying dipole kicks which do not

scale with energy, therefore Cθc
= 0.

4. Make no assumptions about the contributions from time-varying sources,
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and allow both CRF,θs
and Cθc

to vary.

The resulting curves for emittance as a function of energy are shown in Fig.

9.5. The constants Ci for each scenario are summarized in Table 9.1.
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Figure 9.5: Vertical emittance for a single bunch of positrons, as a function of
energy. Measurements are shown in red, and were taken in December 2012
(2.085 GeV, 2.305 GeV) and April 2013 (2.085 GeV, 2.553 GeV). Four functional
fits to the data are shown (blue, green, cyan, magenta), using the form of Eqn.
9.10. Note that curves 2 and 4 overlap nearly identically. Plotted error bars are
systematic only, and indicate that all measurements would move in the same
direction; statistical error bars are smaller than the data points.

Scenario COA CQE CRF,θs
Cθc

1 0.2 10.016 0 0
2 0.2 7.29404 0 3.2021
3 0.2 8.73394 1.71788 0
4 0.2 7.29406 3.29793 × 10−5 3.2025

Table 9.1: Constants Ci for the three models of the energy dependence of the
vertical emittance. Note that the functions are normalized such that the energy-
dependent terms are unity at E0 = 2.085 GeV, and the constants Ci may be read
as the contribution to the vertical emittance from that term at 2.085 GeV.

It does not appear to be possible to distinguish between the four functions
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over the energy reach of CESR. Below 1.5 GeV the curves begin to diverge, how-

ever CESR has not been run below 1.5 GeV, and it is doubtful that the xBSM

would have sufficient flux at such low energy.

Yet it is still possible to glean some information from this plot. It is unlikely

that no time-varying sources of emittance dilution exist in CESR, therefore Sce-

nario 1 is unrealistic. Similarly, it is unlikely that the magnet power supplies are

infinitely stable, therefore Scenario 3 is also eliminated. The curves for Scenar-

ios 2 and 4 nearly identically overlap. That is, even when the fitter is allowed

to vary the contributions from the RF and dipole kicks which do not scale with

energy, it does not improve the quality of fit. This suggests that RF voltage jit-

ter (and time-varying dipole kicks which scale inversely with energy) are not

responsible for the emittance dilution. Scenario 2 is therefore the most likely

model, in which case around 3.2 pm of the vertical emittance at 2.085 GeV may

be due to time-varying dipole kicks which do not scale with energy.

Despite this possibility, it is still an insufficient contribution to the vertical

emittance to bring the measurements into agreement with the simulation.

9.2.2 Eliminating Time-Varying Elements

Turn-by-turn beam size and centroid motion were recorded while systemati-

cally disabling various non-essential components in the storage ring. The tests

are summarized in Table 9.2 (on p. 117). It should be noted that the studies

summarized in this section were taken while the W2 RF cavity was disabled

to prevent beam loss from the cavity tripping, therefore only three RF cavities

were used (one in the West, and two in the East). Nominal total RF voltage was
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4.8 MV.

For the majority of tests there is little or no effect on the emittance. A small

reduction in beam size was observed when reducing the total RF voltage from

4.8 MV to 1.7 MV. A further reduction is seen when the W1 RF cavity is pow-

ered down and detuned, such that only the two East RF cavities are running;

the emittance increased slightly when running only on the W1 RF cavity. This

indicates that the RF system is contributing to the vertical emittance, although

the extent or mechanism is not known. The East and West RF cavity pairs run

on separate power supplies. One possibility is that the West RF power supply is

less stable than the East, thereby introducing vertical emittance through mod-

ulation of the RF voltage as discussed in Sec. 2.13.2. Alternatively, by running

a single cavity at a higher voltage, the level of voltage jitter is increased, possi-

bly increasing the contribution to the emittance. Yet another possibility is that

the input couplers to the RF cavities are applying a small transverse kick to the

beam on a turn-by-turn basis.

In all tests, turn-by-turn beam size and centroid motion were also analyzed.

The amplitude of the fast modulation seen in Fig. 9.1 does not decrease below

the 6 µm peak-to-peak amplitude seen when disabling the feedback amplifiers.
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9.3 Other Candidates for Residual Emittance Dilution

It is clear that none of the sources of emittance dilution addressed thus far are

easily identified as the reason for the discrepancy between the ring ma2 simu-

lations and the measured emittance.

It is highly unlikely that the vertical emittance in CESR is in fact in agreement

with the ring ma2 studies, and that the discrepancy between measurement and

simulation arises from observational errors in the beam size measurement. By

Eqn. 4.1, assuming no vertical dispersion, ǫy = 4.1 pm corresponds to σy =

12.8 µm, nearly 50% smaller than the measured beam size from the xBSM at

2.085 GeV. This is well outside the uncertainty of the xBSM measurements, as

shown in Sec. 7.4.

There are four remaining possibilities for the discrepancy. First, there may

be sources of emittance dilution which should be accounted for in the simu-

lations, but have not been included. Second, the simulations may accurately

reflect the contributions of static sources of emittance dilution, and there are

non-static sources in the storage ring which have not been identified. The third

possibility is that beam-gas scattering is contributing to an increase in the core

emittance. Finally, collective effects may be diluting the emittance at very low

beam current.

9.3.1 Errors Omitted from ring ma2

No known optics errors with known amplitudes have been omitted from the

ring ma2 model.
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Static errors which are known or assumed to exist, but have not been in-

vestigated, are: RF cavity offset, tilt, and pitch; multipole fields in dipoles

and quadrupoles; and internal manufacturing tolerances on dipoles and

quadrupoles. These errors are assumed not to contribute significantly to the

emittance dilution.

Additionally, there are known correlations between some magnet errors. For

example, sextupoles share their mountings with quadrupoles, therefore the mis-

alignments will be correlated. This correlation is not presently an option in the

simulation, and should be included for completeness. Additionally, there are

known large-scale correlations between horizontal positions of quadrupoles.

Although the overall amplitude of the horizontal offsets may be as high as a

few millimeters, the deviation from one quadrupole to the next has an RMS of

more around 350 µm. Simulations have suggested that this large-scale structure

does not contribute to emittance dilution.

All static BPM measurement errors have been accounted for. However, it is

possible that time-varying BPM measurement errors may exist. For example,

random BPM processor failures where a single button may occasionally not re-

port a value on a given turn, or button gains which fluctuate over the course of

a measurement. These effects will need to be characterized in the machine in

order to determine whether they need to be included in the model.

9.3.2 Sources in CESR

The remaining sources which may be contributing to the observed emittance

discrepancy are time-varying errors. Time-varying sources been investigated
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in substantial detail in Sec. 9.2.2, however not all potential sources have been

examined. It is either not straightforward or not possible to test the remaining

time-varying elements in CESR.

Candidates in this category include: the RF system, either through power

supply stability, beam loading, or kicks from the couplers; vacuum pumps; and

the magnet power supply “choppers,” which pulse current through the magnet

coils at around 17 kHz.

9.3.3 Residual Gas Scattering

Infrequent, large-angle scattering between particles within the bunch and resid-

ual gas molecules will increase the scattered particle’s betatron amplitude and

thus introduce non-Gaussian tails in the beam profile [50]. These tails typically

start around 5–8σ of the beam distribution, where the density is 10−4–10−8 of the

core density.

Under normal measurement conditions the xBSM measures at most a few

tens of photons/pixel/bunch in the core of the image, therefore the non-

Gaussian beam tails will not produce enough light to be visible in the turn-

by-turn vertical beam size measurements. This would result in a slight under-

estimation of the beam emittance derived from from xBSM imaging, implying

the discrepancy between measured and simulated vertical emittances is slightly

larger than previously thought. However, this effect is minimal as the particle

density is extremely small in the tails.

Residual gas scattering will increase linearly with current, as gas particles
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are released when synchrotron radiation strikes the vacuum chamber, and syn-

chrotron radiation increases linearly with current in the machine. Scattering

events will therefore also increase with current, and contributions to the vertical

emittance will increase. Measurements of the emittance as a function of current

(Fig. 9.6) do not demonstrate any significant increase with current, again indi-

cating the contribution to the emittance from residual gas scattering is small.

9.3.4 Collective Effects

The CesrTA emittance target of 10 pm is for a “zero-current” beam; that is, ne-

glecting any collective effects. It is possible, though again unlikely, that the

emittance at 0.8mA/bunch (1.3× 1010/bunch) is already diluted to do collective

effects. The four collective effects considered here are electron cloud, fast-ion

instability, and intra-beam scattering.

In order for electron cloud to affect the emittance, typically a train of 30

positron bunches with 0.5 mA/bunch or more is necessary, and the emittance

blow-up takes place much later than the first bunch, around bunch 10-15 [51].

The beam requirements are similar for fast-ion instability, which only signifi-

cantly affects electron bunches. It is therefore unlikely that electron cloud or

fast-ion instability are causing emittance dilution in a single bunch of 0.8 mA.

The mechanism through which intra-beam scattering (IBS) increases verti-

cal emittance depends on transverse-to-longitudinal scattering in regions with

dispersion or transverse-to-transverse scattering in regions with coupling, such

that the vertical-mode action of the particle changes. Vertical dispersion and

coupling are measured to be globally well-corrected, and are well below levels
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required for IBS to contribute to vertical emittance dilution. Extensive measure-

ments and simulations on IBS at CesrTA [27, 52] also indicate that the vertical

emittance is largely insensitive to IBS effects at currents I < 1 mA/bunch, where

the measurements reported here were taken.

By recording beam size measurements at very low current, it may be possi-

ble to determine whether collective effects are contributing to the emittance at

the nominal 0.8 mA/bunch used during measurements. However, at such low

current, photon statistics become questionable and the turn-by-turn fitting pro-

cedure which is normally used is no longer sufficient. Instead, the turn-by-turn

images must be averaged first in order to improve signal-to-noise, then fit as a

single image. This has the drawback of incorporating a small amount of turn-

by-turn beam motion, however this can be accounted for in post-processing.

Figure 9.6 shows the emittance calculated from a series of vertical beam size

measurements from the xBSM, taken sequentially as the current was decreased

from 1.1 mA to around 0.05 mA, and processed as described above.

It is unclear whether the behavior at very low current (below 0.1 mA) is due

to insufficient photon statistics for the xBSM analysis, or whether it is due to

actual beam physics. As such, it is not possible to rule out some form of col-

lective effect with a very low-current threshold; however, no known collective

effect would display this behavior as a function of bunch current, and the effect

would have the unusual characteristic of saturating at very low bunch current

(below 1 mA = 1.6 × 1010/bunch).
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Vertical Emittance vs. Current

Figure 9.6: Vertical emittance for a single bunch of positrons as a function of
bunch current, from April 2013 CesrTA machine studies. Plotted error bars are
systematic (red) and statistical (blue). The dashed horizontal line indicates the
10 pm zero-current vertical emittance target for CesrTA.

9.4 Toward the Quantum Limit

It is evident that there are still sources of emittance dilution which have not been

identified. If these sources can be eliminated, the vertical emittance will be in

agreement with ring ma2 simulations. In this scenario, it is conceivable to push

the 95%CL vertical emittance toward the ILC damping ring vertical emittance

of 2 pm, and ultimately to the quantum limit (ǫy ≈ 0.2 pm).

The most significant contributions to emittance dilution in ring ma2 are the

first to be examined, in the interest of achieving the largest reduction in vertical

emittance with the least amount of effort in survey and alignment or BPM char-

acterization. A summary of ring ma2 tests focusing on these contributions to

the vertical emittance is presented in Table 9.3. For all tests, any parameters not

mentioned are identical to those in the nominal CesrTA simulations (see Tables
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E.1, E.2, E.3).

By only decreasing the BPM tilt error from 12 mrad to 5 mrad, the vertical

emittance due to optics errors is brought below the ILC damping rings emit-

tance budget of 2 pm for 95% of the randomly-misaligned lattices. However,

further reductions in other parameters do not further improve the vertical emit-

tance. It appears BPM errors continue to limit the vertical emittance. Tests

where each class of BPM error is systematically decreased by an order of mag-

nitude are summarized in Table 9.4.
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Although a few BPM errors contribute significantly to the emittance correc-

tion process, no single measurement error is preventing the correction of the

vertical emittance to under 1 pm. It is only when all BPM measurement errors

are decreased by a factor of 10 that the 95%CL for the contribution of the static

optics to the vertical emittance is brought below the 1 pm level.

A more global reduction in magnet errors is required in order to approach

the quantum limit. Table 9.5 summarizes the effects of reducing all misalign-

ments and errors by a common factor. BPM measurement errors are included

in the reduction, however multipoles are not, as multipoles are most commonly

due to manufacturing tolerances and it is unreasonable in the context of this

study to consider disassembling or replacing large numbers of magnets.

Reduction Factor Mean ǫy [pm] 95%CL ǫy [pm]

Ideal Lattice 0.22 0.22
1x (Nominal) 1.86 4.15

2x 0.64 0.96
4x 0.33 0.47

10x 0.24 0.26

Table 9.5: Summary of ring ma2 tests reducing all misalignments and errors by
a common factor. BPM errors are affected by the reduction factor, however mul-
tipoles are excluded from the multiplier on the basis of being a manufacturing
tolerance in magnets which are already built.

By decreasing all misalignments and errors by a factor of 4, nearly 95% of

the seeds achieve a vertical emittance within a factor of two of the quantum

limit. Further improvements could hypothetically be made, and by decreasing

all errors by a factor of 10 from their present values, all seeds achieve a corrected

vertical emittance within a fraction of the quantum limit.
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9.5 Conclusions

The vertical emittance in CesrTA is clearly dominated by sources which have

not yet been positively identified. Further work is necessary in order to diag-

nose the source (or sources) of emittance dilution.

The discrepancy between measured vertical emittance and ring ma2 simu-

lations does not appear to be due to magnet misalignment or field errors, multi-

poles, manufacturing tolerances, xBSM beamline or detector systematics, or any

easily-tested time-varying components in the storage ring.

The energy dependence of the minimum-achieved emittance (Fig. 9.5) im-

plies roughly 1/3 of the residual vertical emittance may be due to time-varying

sources. Possible candidates include: the RF system, including misalignments,

higher-order modes, beam loading, and input coupler effects; and time-varying

sources which are not easily tested, such as magnet power supply choppers, and

the stability of the master oscillator. From the potential current-dependence of

the emittance (Fig. 9.6), collective effects with a very low-current threshold may

also be contributing.

Improving BPM detector tilt calibrations from 12 mrad RMS to 5 mrad RMS,

the vertical emittance could potentially be decreased by more than 2 pm. If all

BPM calibrations are improved by a factor of 2, the reduction in vertical emit-

tance would be nearly 3 pm. Further decrease in the vertical emittance would

require a global magnet realignment effort. Improving all magnet alignments

by a factor of 4, the contributions from the static optics to the vertical emittance

are nearly eliminated.
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CHAPTER 10

ILC DAMPING RINGS

In Chapter 7, an optics correction method was demonstrated at CesrTA

which scales well to large rings. This optics correction method was then sim-

ulated in Chapter 8. Agreement between the measured and simulated optics

functions was demonstrated, indicating that the model is accurate. It is then

possible to extrapolate the characterization method to a storage ring which is

not yet built. In particular, the optics correction procedure at CesrTA was devel-

oped specifically for the International Linear Collider damping rings [1], and

it is of interest to determine how the ILC damping rings will react to such a

correction.

10.1 ILC - Overview

The proposed beam energy of the ILC is up to 250 GeV/beam (500 GeV center-

of-mass). This is sufficiently high-energy to make a small-footprint circular

collider impractical. The largest storage ring electron/positron collider to-date

was the Large Electron/Positron Collider (LEP) at CERN, operating at roughly

100 GeV/beam with a circumference of 26.6 km [53]. Following Eqn. 2.64, the

energy loss due to synchrotron radiation at LEP was around 2% on every turn,

large enough to be problematic.

If LEP had operated at the proposed ILC energy (250 GeV), the losses due

to synchrotron radiation would have been > 30% of the total beam energy on

every turn. This would require an impractical number of RF cavities, reduc-

ing room required for other components. Conversely, if the ILC were built as a
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circular accelerator, and the energy loss to synchrotron radiation were limited

to be the same as LEP (2%), the storage ring would need to be 415 km in cir-

cumference, which is prohibitively large. However, power loss to synchrotron

radiation is only a problem in circular accelerators; in a linear accelerator, the

transverse deflection is minimal, therefore I2 is small, and U0 is small. There-

fore, the proposed design is a pair of linear accelerators (linacs), each roughly

15 km long.

The International Linear Collider (ILC) design utilizes damping rings to cool

beams delivered by the electron and positron sources before transferring to the

main linacs. Three of the primary requirements of the baseline damping rings

are: 1) they must accept an injected bunch from the positron source, with nor-

malized phase-space amplitude 0.07 m·rad and δE/E = 0.75%; 2) the beams must

be cooled to an equilibrium zero-current geometric vertical emittance ≤ 2 pm;

and 3) the damping time must be short enough to provide fully damped bunch

trains at a repetition rate of 5Hz.

10.2 DTC04 Lattice

The ILC damping ring design characterized is the DTC04 lattice developed by

D. Rubin et al. [54]. The lattice is a 3.2km racetrack design with a modified TME-

type arc cell. The zero-dispersion straights are based on the work of Korostelev

and Wolski [55]. A schematic of the ring is shown in Figure 10.1; optics functions

are shown in Figure 10.2. Tables 10.1 and 10.2 summarize the lattice parameters

and number of magnets of each type.

The arc cell layout is shown in Figure 10.3. Arc cells are comprised of one
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Parameter Value Units

Circumference 3239 [m]
Energy 5.0 [GeV]

Train Repetition Rate 5 [Hz]
Bunch Population 2 × 1010 [–]

Extracted ǫ
geometric
x 0.6 [nm]

Extracted ǫ
geometric
y < 2 [pm]

Extracted Bunch Length 6 [mm]
Extracted σE/E 0.11 [%]
Damping Time 24 [ms]

Wiggler Bmax 1.5 [T]

Table 10.1: Summary of the DTC04 lattice parameters.

Class Count

Beam Position Monitor 511
Dipole 164

Horizontal Steering 150
Vertical Steering 150

Combined H+V Steering 263
Quadrupole 813

Skew Quadrupole 160
Sextupole 600

Damping Wigglers 54

Table 10.2: Summary of elements in the DTC04 lattice.

dipole, three quadrupoles, four sextupoles, one skew quadrupole, and two

beam position monitors.

A fully-symplectic Lie map has been created for tracking through the damp-

ing wigglers [56–58], however this tracking method is time-consuming. When

the full nonlinearities of the damping wigglers are known to not affect the re-

sulting simulation, a simplified MAD-style “bend-drift-bend” wiggler model

which preserves the radiation integrals can be used to reduce the time required

for simulations.
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Figure 10.1: Layout of DTC04 lattice.

Figure 10.2: Horizontal and vertical beta functions and horizontal dispersion
for the DTC04 lattice.

10.3 Characterization Method

The damping ring requirements must be met in a real machine that includes

magnet misalignments, guide field multipoles (systematic and random), and
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Figure 10.3: DTC04 arc cell.

beam position monitor (BPM) measurement errors. Emittance tuning will be

essential to achieve the target zero-current emittance. Quadrupoles and correc-

tor magnets will be independently powered, allowing for localized corrections

through the use of beam-based measurements.

The lattice cannot be characterized with respect to the exact set of errors

they will have, as the rings are not yet built. Alignment errors in the damping

rings are assumed to be be randomly distributed with amplitudes dictated by

survey tolerances. The characterization is based on a statistical analysis of the

likelihood that we will achieve the required parameters, by simulating a large

number of lattices with random distributions of errors at the appropriate levels.

A configuration is deemed acceptable if 95% of the randomly-misaligned and

corrected lattices meet the required vertical emittance and dynamic aperture.

The characterization method is comprised of two tasks: generating a ran-
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domly misaligned lattice and simulating the correction procedure, and finally

analyzing the dynamic aperture of the corrected lattice. The former is per-

formed using ring ma2; the latter is accomplished through tracking simula-

tions also built on the Bmad accelerator code library [22, 49].

10.3.1 Misalignment and Correction

Characterizing the effects of misalignments and correction is again performed

using ring ma2, as discussed in Chapter 8. The optics correction procedure

used in this characterization is the same as that used at CesrTA, described in

Section 7.2. Typically 100 randomly-misaligned lattices are generated and then

corrected in order to generate statistics sufficient for analysis.

Simulating the full correction procedure includes turn-by-turn tracking for

several damping times in order to accurately simulate measurements of beta-

tron phase and coupling, and is very time-consuming due to the number of

elements in the lattice. The method for simulating measurements with BPM

errors described in Chapter 8 is prohibitively slow for the ILC damping rings,

requiring roughly one week for each misaligned and corrected lattice. In order

to apply the characterization method developed in Chapter 8, two modifications

have been made to the measurement simulation procedure.

First is a modification to tracking in the damping wigglers, which domi-

nates the time required for simulating measurements. Comparisons of simula-

tions using the full wiggler model and a reduced MAD-style “bend-drift-bend”

wiggler have shown that wiggler nonlinearities in the full wiggler model do

not significantly affect the corrections of optics functions or the final emittance.
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Therefore, as a time-saving measure the simplified “bend-drift-bend” wiggler

model is used for all ring ma2 studies on the ILC damping ring lattice. This re-

duces the time required to simulate the correction procedure for one randomly-

misaligned lattice from roughly one week to twelve hours.

The second modification affects the process through which optics measure-

ments are simulated. In Chapter 8, measurements are simulated on a turn-by-

turn basis, applying BPM measurement errors on every turn. Simulating one

betatron phase measurement requires tracking for roughly 150,000 turns. Even

with the simplified wiggler model, this is prohibitively time-consuming on a

lattice as large as DTC04. An alternative is used in these studies, where BPM er-

rors are applied directly to the Bmad-computed optics functions. Although not

as rigorous as the full measurement simulation method, side-by-side compar-

isons of the two methods have shown minimal difference in the resulting optics

functions. As a result, the amount of time to simulate the correction proce-

dure for one randomly-misaligned and corrected lattice is further reduced from

roughly twelve hours to thirty minutes, allowing the characterization of each

configuration to be completed in roughly 48 hours.

10.3.2 Dynamic Aperture

After a lattice model has been misaligned and corrected using the simulated

emittance tuning procedure, dynamic aperture is evaluated. A trajectory is off-

set with some initial amplitude and tracked for 1000 turns. Initial amplitude

offset is increased until the particle is lost within the 1000-turn window thus

determining the maximum stable amplitude. The tracking is repeated for off-
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energy particles to ensure the full bunch is accepted at injection. Results are

then plotted in terms of normalized amplitudes Ax, Ay.

The full wiggler map is required for evaluating the dynamic aperture in or-

der to account for wiggler nonlinearities. This greatly increases the required

computation time for a dynamic aperture study, however the jobs are easily

parallelized. With 45-node parallelization, dynamic aperture scans take roughly

eight hours to complete when using the full wiggler map that includes all non-

linearities. Analysis has shown minimal variation of dynamic aperture between

different sets of misalignments and corrections, given the same misalignment

amplitudes, therefore only one seed for each test configuration is evaluated for

dynamic aperture.

10.4 Error Tolerance of DTC04

The characterization method is now applied to the DTC04 lattice. Three sce-

narios are examined. First, the magnet misalignments, guide field errors, mul-

tipoles, and BPM measurement error tolerances specified in earlier studies [54]

are applied, to demonstrate that the design satisfies the requirements for emit-

tance and dynamic aperture. The second and third scenarios demonstrate two

possible cost-saving measures: by reducing the number of BPMs, and by relax-

ing the specifications on guide field multipoles.
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10.4.1 Nominal Lattice and Errors

Misalignments and BPM measurement error tolerances are summarized in Ap-

pendix E, Table E.4, and are based on errors used in previous studies [54],

expanded to now include quadrupole k1 and sextupole k2 errors. Multipole

coefficients are taken from Y. Cai’s measurements of PEP-II guide field multi-

poles [59], and are summarized in Appendix E, Table E.5. Multipole coefficients

are defined in the Bmad format (see Eqn. 2.13). These error amplitudes and

multipole coefficients, along with the full complement of 511 BPMs, define the

nominal ILC-DR scenario. Results of ring ma2 and dynamic aperture studies

for this scenario are shown in Figures 10.4 and 10.5, respectively.
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Figure 10.4: Distributions for emittance, dispersion, and coupling with mis-
alignments, guide field multipoles, and BPM errors, using the full compliment
of BPMs. Before correction (red), and after the first, second, and third correc-
tions (blue, green, and black, respectively) are shown.
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Figure 10.5: DTC04 dynamic aperture with nominal-amplitude misalignments,
guide field multipoles, and BPM errors, using the full compliment of BPMs. The
overlayed black ellipse represents the maximum amplitude for bunches trans-
ferred from the positron source.

Including misalignments, guide field errors, multipoles, and BPM measure-

ment error tolerances, 95% of the resulting lattices have a vertical emittance

below ǫy = 0.47 pm after corrections. This is well below the emittance budget

of ǫy = 2 pm, though it is important to note that current-dependent effects and

other non-static sources of emittance dilution have not been accounted for in

the calculation of the simulated emittance. Additionally, the dynamic aperture

is sufficiently large to accept the entire injected “hot” bunch from the positron

source, even when accounting for all wiggler and multipole nonlinearities.

10.4.2 Reduced BPM Scheme

By reducing the number of BPMs in each arc cell from two to one, the total

number of BPMs is reduced from 511 to 361. This represents a cost reduction

of almost 30% for damping ring BPMs, making this an attractive cost-saving
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measure.

Using the same amplitudes for errors as the nominal scenario, with the

reduced BPM count, results for ring ma2 and dynamic aperture studies are

shown in Figures 10.6 and 10.7, respectively.
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Figure 10.6: DTC04 emittance, dispersion, and coupling with nominal-
amplitude misalignments, guide field multipoles, and BPM errors, with one of
the two BPMs in each arc cell removed.

With the reduced BPM count, after corrections 95% of simulated lattices have

a vertical emittance below ǫy = 0.25 pm, consistent with the results when the

full compliment of BPMs are used. Dynamic aperture is minimally affected. It

is therefore feasible to remove half of the BPMs in the arc cells and maintain

sufficient dynamic aperture and without compromising vertical emittance.
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Figure 10.7: DTC04 dynamic aperture with nominal-amplitude misalignments,
guide field multipoles, and BPM errors, with one of the two BPMs in each arc
cell removed.

10.4.3 Increased Multipoles

Another cost saving measure could be to relax the tolerance on magnet multi-

pole errors. Starting with the lattice with reduced BPM distribution from the

previous section, both systematic and random multipole coefficients are in-

creased by a factor of five. All other misalignments and BPM measurement

errors are identical to the nominal scenario. Results for ring ma2 and dynamic

aperture studies are shown in Figures 10.8 and 10.9, respectively.

With the relaxed constraints on multipole coefficients and reduced BPM

count, 95% of simulated lattices have a vertical emittance below ǫy = 0.23 pm

after corrections, implying minimal impact of the multipoles on the emittance.

Dynamic aperture is marginally affected, though it is not significant, implying

that a further increase in multipole errors may be tolerable.
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Figure 10.8: DTC04 emittance, dispersion, and coupling with multipole coeffi-
cients increased by a factor of five, and half of the arc BPMs removed.

10.5 Summary

Based on the work presented here, the DTC04 lattice achieves the required zero-

current vertical emittance and dynamic aperture. The number of BPMs in the

arcs can safely be reduced by 50% and specifications for magnet multipoles can

be relaxed by a factor of five without compromising the effectiveness of the

emittance tuning procedure or the dynamic aperture. This represents a signifi-

cant potential cost-savings.

An infrastructure exists for evaluating further lattice modifications, such as

sextupole optimizations, increased magnet or BPM errors, or a change in work-

ing point. Fully characterizing a new configuration takes approximately 48
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Figure 10.9: DTC04 dynamic aperture with multipole coefficients increased by
a factor of five, and half of the arc BPMs removed.

hours when utilizing the Grid computing cluster [60].
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CHAPTER 11

SUMMARY AND FUTURE WORK

11.1 Summary

An emittance correction technique with fast turnaround based on betatron

phase and coupling measurements has been demonstrated at CesrTA to achieve

sub-10 pm vertical emittance. This represents the achievement of the CesrTA

Phase II emittance target. Simulations suggest that the contribution to the verti-

cal emittance from misalignments, multipoles, field errors, and BPM measure-

ment errors is around 4.1 pm or less, whereas the lowest measured vertical

emittance at 2.085 GeV is 8.7 (+2.9/-3.4) sys (±0.2)stat pm. From the agreement

between measured and simulated optics functions (namely, dispersion and cou-

pling), and from the completeness of the errors included in the simulations, it is

not believed that static misalignments and optics errors are responsible for the

discrepancy in the emittance. A substantial list of possible sources of emittance

dilution have been eliminated as candidates.

Applying the misalignment and correction simulation methods to the ILC

damping rings, the DTC04 lattice is shown to be correctable at the 95% confi-

dence level to well below the emittance budget for the nominal amplitude of

misalignments and errors, while maintaining sufficient dynamic aperture to ac-

cept the entire incoming bunch from the positron source. Furthermore, it has

been shown that the number of BPMs in the arcs can be reduced by half and the

multipole tolerances on quadrupoles and sextupoles can be relaxed by a factor

of five without affecting either the emittance or the dynamic aperture.
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11.2 Future Work

Further investigations will be necessary in diagnosing the residual vertical emit-

tance.

The discrepancy in minimum-achieved vertical emittance in December 2012

and April 2013 is unresolved at this time. Differences in experimental setup

between the two runs are primarily limited to total RF voltage and the quality

of BPM-to-quadrupole centering, and do not appear to be sufficient to provide

an explanation. The additional discrepancy between minimum-achieved verti-

cal emittance for electrons and positrons is also unresolved, and implies some

species dependence of the emittance. Candidates include wakefields or other

collective effects, though these typically require significantly higher bunch cur-

rent.

The energy dependence of the minimum-achieved emittance implies

roughly 1/3 of the residual vertical emittance may be due to time-varying

sources. Possible candidates are the RF system, including higher-order modes,

beam loading, and input coupler effects, and time-varying sources which are

not easily tested, such as magnet power supply choppers and the stability of

the master oscillator.

From the potential current-dependence of the emittance, collective effects

with a very low-current threshold cannot be eliminated as a possible source of

emittance dilution, however no known collective effect has such a low current

threshold while saturating well below 1.6 × 1010 particles/bunch.

If the as-yet-undetermined source (or sources) of emittance dilution can be
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identified and eliminated, a vertical emittance below the ILC damping ring

emittance budget of 2 pm is potentially achievable through a better character-

ization of BPM measurement errors. Pushing to within a factor of two of the

quantum limit will require a more widespread reduction in errors, which may

be achievable through modern survey and alignment techniques.

Further studies on optimizing the ILC damping rings lattice may prove ben-

eficial in further relaxing the constraints for misalignments and multipoles. A

more sophisticated sextupole distribution will likely increase the dynamic aper-

ture even further, allowing more headroom for error tolerance.

145



APPENDIX A

PROPAGATING TUNE TRACKER PHASE

The power of the betatron phase and coupling measurements lies in the fact

that the majority of the processing occurs in parallel onboard the individual

BPM modules. As will be discussed in Appendix C, this mandates that the tune

tracker phase is known at all BPMs on a turn-by-turn basis. The way this is done

at CESR is to encode the betatron phase into the BPM clock signal.

The master clock in CESR is set to 71.4 MHz (for 14 ns bunch spacing), and

is illustrated in Fig. A.1(a). The BPM clock is created from the master clock

and runs at 1/3 this frequency, at 23.8 MHz. This means there are three “master

clock” cycles for every “CBPM clock” cycle, and 2.56 µs×23.8 MHz = 61 “CBPM

clock” cycles for each beam revolution in the storage ring.

In order to minimize dispersion effects in the cabling, the clock signal must

average to zero. Additionally, the CBPM system requires a rising edge at

23.8 MHz. There are two clock signals which accomplish both of these objec-

tives, illustrated in Fig. A.1(b-c). If each two-cycle BPM clock signal is treated

as one bit, this allows for 30 bits of information to be transmitted to the BPM

system on each turn. The horizontal and vertical tune tracker phases on every

turn are encoded as nine bits each, for a total of 18 bits of information. The

remaining 12 bits are used for synchronization and triggering signals.
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Figure A.1: An example of encoding the transverse tune tracker phases into
the CBPM clock. (a) 71.4 MHz CESR master clock. (b-c) Two methods for con-
structing a 23.8 MHz BPM clock from the 71.4 MHz master clock. For both BPM
clocks, it is necessary to maintain the average signal at V/2 to minimize disper-
sion, therefore a “short” pulse must always be accompanied by a “long” pulse.
The two options allow for a single bit “0” or “1” to be encoded within two con-
secutive CESR clock cycles. There are 61 BPM clock cycles per revolution time
(2.56 µs), therefore 30 bits can be encoded into the BPM clock signal. 9 bits are
used to encode each of the two tune tracker drive phases; the remaining 12 bits
are used for triggering and synchronization.
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APPENDIX B

XBSM SOURCE POINT CALCULATIONS

This appendix outlines the procedure used for determining the exact source

points for C-line and D-line during xBSM operation. Calculations account for

all of the following:

• Surveyed locations for the xBSM detectors and optics boxes

• Real CESR orbitry from reference orbits

• Depth-of-field due to finite opening angle of radiation fan

• Longitudinal offset of the source dipole, from survey

B.1 Calculation Method

Both xBSM detectors (C-line and D-line) are routinely surveyed at the start of

CesrTA runs. In February 2013 the locations of both optics boxes were also

surveyed. All surveyed locations, in Lattice Coordinates (West = +x, North =

+y), are shown in Table B.1.

Beamline Detector Loc [m] Optics Box Loc [m]

C-line (8.657984,−2.252472) (18.988971, 0.212821)
D-line (−9.288702,−2.150914) (−19.020430, 0.200139)

Table B.1: Surveyed locations for C- and D-line xBSMs, in Lattice Coordinates.

These surveyed locations produce a line, to which the CESR trajectory source

point must be tangent. To determine the location of the source point:
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1. Generate a model lattice with appropriate orbit in CESRv, using actual

xBSM reference orbits. Export the model.

2. Read this model lattice with correct orbit into a secondary analysis pro-

gram, xbsm sources. This program steps through the dipole and deter-

mines the tangent to the orbit at a predetermined interval. Points with a

tangent compatible with the beamline defined by the surveyed locations

of the optics box and xBSM detector are flagged as source points.

3. Declare the source point to be the median location of all marked source

points, and depth-of-field to be ± (furthest source point - nearest source

point) / 2.

The opening angle of the radiation fan is determined analytically:

θ =

(
3λ

2πρ

)1/3

(B.1)

where λ [Å] ≈ 12.4/E[keV]. This is the full opening angle, therefore the conver-

gence angle used in xbsm sources is equal to this angle θ. For these calcula-

tions E = 1 keV was used, yielding a maximum opening angle θ = 0.265 mrad.

B.2 Results - December 2012 xBSM Reference Orbits

Using the above method, and using CesrTA xBSM reference orbits 804903 and

805323 for C-line and D-line respectively, the source points for C-line and D-line

are computed, and are shown in Table B.2.
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Beamline Source Point [m] DOF [m]

C-line (23.361685, 1.255166) ±0.008258
D-line (−23.519680, 1.287832) ±0.0080951

Table B.2: xBSM source points and depth of field (DOF), in Lattice Coordinates.

Note that these numbers do NOT include the surveyed longitudinal dipole

offsets (-5.6 mm for C-line, +2.4 mm for D-line). Including these adjustments,

the resulting source-to-optic, optic-to-detector, and magnifications are shown in

table B.3. The confidence intervals for magnification are set by the depth-of-

field. Plots demonstrating the level of agreement between the projected CHESS

beamline and CESR xBSM reference orbit from December 2012 are shown in

Figures B.1 and B.2.

Beamline Source-Optic [m] Optic-Detector [m] Magnification

C-line 4.4896 10.6211 2.3657 ± 0.0043
D-line 4.6313 10.0117 2.1640 ± 0.0038

Table B.3: C-line and D-line values for December 2012 and newer, using sur-
vey results and CESR orbitry. These are valid to use in analysis of data from
December 2012 on.

B.3 Effect of Reference Orbit

The calculations can be repeated for using a flat (on-axis) orbit and CHESS pret-

zel orbit. These results have been compiled into Tables B.4 and B.5.

Reference Orbit Source-Optic [m] Optic-Detector [m] Magnification

xBSM Orbit 4.48963 10.6211 2.3657 ± 0.0043
Flat Orbit 4.56021 10.6211 2.3292 ± 0.0042

CHESS Orbit 4.46227 10.6211 2.3802 ± 0.0043

Table B.4: C-line - effect of reference orbit on source point and magnification.
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Figure B.1: Plots demonstrating the locations of the xBSM source points for C-
line. The bottom plot is the same as the top plot, zoomed in to the source points.

Figure B.2: Plots demonstrating the locations of the xBSM source points for D-
line. The bottom plot is the same as the top plot, zoomed in to the source points.

To summarize: By including the effect of the xBSM reference orbit, rather

than using the on-axis “10 mrad” line, there is a correction to the magnification

of 1.7% for C-line and < 0.1% for D-line.

151



Reference Orbit Source-Optic [m] Optic-Detector [m] Magnification

xBSM Orbit 4.62646 10.0117 2.1640 ± 0.0038
Flat Orbit 4.62854 10.0117 2.1630 ± 0.0039

CHESS Orbit 4.53383 10.0117 2.2082 ± 0.0039

Table B.5: D-line - effect of reference orbit on source point and magnification.

B.4 Sensitivity to Errors

Also of interest is now sensitive the calculation is to variations in the surveyed

optics and reference orbit. Two additional tests were performed using the new

December 2012 D-line results as a baseline. First, the survey locations of the

optics box and detector were transversely offset by ±1 mm in opposite direc-

tions (in order to maximize the angular error). Second, the xBSM reference orbit

was altered by ±50 µm at BPMs 5E and 4E, to estimate the repeatability of the

magnification throughout the course of a CesrTA run.

Results from both of these studies are shown in Table B.6.

Error Source-Optic [m] Optic-Detector [m] Magnification

Surveys Offset 4.6377 10.0122 2.1589 ± 0.0038
Orbit varied 4.6383 10.0117 2.1586 ± 0.0038

Table B.6: D-line - effect of various errors on the magnification. In the first sce-
nario the surveyed locations of the detector and optics box are offset by ±1 mm
transversely. In the second, the orbit is varied by ±50 µm at the BPMs adjacent
to the source dipole.

The conclusion is that both errors are below 0.25% effect on the magnifica-

tion.
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APPENDIX C

PROCESSING OF PHASE DATA

On each button i at each BPM, a running sum is recorded over turns j to

determine the in-phase and out-of-phase components of the measured button

signals bi, j with respect to the turn-by-turn drive phases ϕre f

(a,b), j
:

Ai, in =

∑

j

bi, j sin ϕre f

a, j
(C.1)

Ai, out =

∑

j

bi, j cos ϕre f

a, j
(C.2)

Bi, in =

∑

j

bi, j sin ϕre f

b, j
(C.3)

Bi, out =

∑

j

bi, j cos ϕre f

b, j
(C.4)

where A, B are the amplitudes of the a- and b-mode motion, respectively. When

the summation is complete, the button-by-button relative phase and amplitude

with respect to the drive signal are then calculated:

φa,i = tan−1 Ai, in

Ai, out

(C.5)

φb,i = tan−1 Bi, in

Bi, out

(C.6)

Ai =

√
A2

i, in + A2
i, out

(C.7)

Bi =

√
B2

i, in + B2
i, out

(C.8)

These values are then sent from the BPM modules to the server, which in

turn commits them to file.
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In post-process, the a- and b-mode phase in both the horizontal and vertical

response at each BPM (modulo 2π) is determined by averaging the four mea-

sured phases:

φa,x =
(φa,2 + φa,4) − (φa,1 + φa,3)

4
(C.9)

φa,y =
(φa,3 + φa,4) − (φa,1 + φa,2)

4
(C.10)

φb,x =
(φb,2 + φb,4) − (φb,1 + φb,3)

4
(C.11)

φb,y =
(φb,3 + φb,4) − (φb,1 + φb,2)

4
(C.12)

φa,x and φb,y are the values reported as the “horizontal” and “vertical” phase.

Note that for the horizontal phase, the left and right pairs of buttons are 180

degrees out of phase; similarly, for the vertical phase, the top and bottom pairs

buttons are 180 degrees out of phase. Hence, the out-of-phase button phases

are subtracted. The absolute phase is then computed by adding factors of 2π

until the measured phase is within π of the design phase. This assumes that the

phase advance between detectors is much less than 2π, and that the maximum

phase error is less than π. In practice these are both safe assumptions. For

CesrTA, the horizontal and vertical tunes are approximately Qx,y = (14.59, 9.63),

or νx,y = (91.63, 60.48) rad. For 100 BPMs spaced roughly evenly, this yields a

maximum phase advance per BPM of approximately 0.9 rad.

The measurable elements of the coupling matrix C̄ are then calculated in

post-process. First, the measured button-by-button phase and amplitude must

be converted from the 16 measured phases and amplitudes (φa,i, φb,i, Ai, Bi) to

the four lab-coordinate amplitudes (Ax, Ay, Bx, By). To do this, first the total am-

plitudes must be deconstructed back into the button-by-button in-phase and
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out-of-phase amplitudes (effectively reversing Equations C.7-C.8):

Ai, in = Ai cos φa,i (C.13)

Ai, out = Ai sin φa,i (C.14)

Bi, in = Bi cos φb,i (C.15)

Bi, out = Bi sin φb,i (C.16)

Each of these equations represents a set of four button amplitude, which

can be interpreted as an overall amplitude of that mode, and can be converted

into x, y amplitudes through nonlin bpm. This yields 8 amplitudes: the in-

and out-of-phase components, in x and y, for the a- and b- modes. The in- and

out-of-phase components are then recombined into total amplitudes:

Ax =

√
A2

x, in + A2
x, out (C.17)

Ay =

√
A2

y, in + A2
y, out (C.18)

Bx =

√
B2

x, in + B2
x, out (C.19)

By =

√
B2

y, in + B2
y, out (C.20)

The coupling matrix elements can now be calculated. The out-of-phase com-

ponent C̄12 can be computed two ways: through the component of the a-mode

in the vertical which is out-of-phase with the horizontal, and the component of

the b-mode in the horizontal which is out-of-phase with the vertical:

C̄12 =
Ay/
√
βb

Ax/
√
βa

sin
(
φa,y − φa,x

)
(C.21)
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C̄12 =
Bx/
√
βa

By/
√
βb

sin
(
φb,x − φb,y

)
(C.22)

where the amplitudes are from Equations C.17-C.20, phases are from Equations

C.9-C.12, and the beta functions are take from the design lattice and assumed

correct.

Similarly, the in-phase components are calculated by:

C̄22 =
Ay/
√
βb

Ax/
√
βa

cos
(
φa,y − φa,x

)
(C.23)

C̄11 =
Bx/
√
βa

By/
√
βb

cos
(
φb,x − φb,y

)
(C.24)
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APPENDIX D

EFFECTS OF BPM TILT ON BETATRON PHASE AND COUPLING

MEASUREMENTS

Start by considering the horizontal and vertical positions of a resonantly-

excited beam, in terms of the coupling C̄:


x

y

 = A


γ
√
βa cosψa

−
√
βb [C̄22 cosψa + C̄12 sinψa]



+B



√
βa [C̄11 cosψb − C̄12 sinψb]

γ
√
βb cosψb

 (D.1)

where no assumptions are made about the state of the coupling between hori-

zontal and vertical motion (aside from those required in order to use the C̄ for-

malism), and A, B are the amplitudes of the a- and b-mode motions respectively.

ψa,b is the total phase advance in each mode. This can be rephrased as:


x

y

 =


Ain

x cosψa

Ain
y cosψa + Aout

y sinψa

 +


Bin

x cosψb + Bout
x sinψb

Bin
y cosψb

 (D.2)

=


Ain

x 0

Ain
y Aout

y




cosψa

sinψa

 +


Bin

x Bout
x

Bin
y 0




cosψb

sinψb

 (D.3)

where the amplitudes of motion are defined as in-phase and out-of-phase with

the primary motion of that mode. The frequencies of the two modes are are

assumed sufficiently different such that we may distinguish the modes, and

may consider them separately.
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Applying a physical rotation of the coordinate system, corresponding to a

tilt of the BPM:


x

y



obs

= Rθ


Ain

x 0

Ain
y Aout

y




cosψa

sinψa

 + Rθ


Bin

x Bout
x

Bin
y 0




cosψb

sinψb

 (D.4)

=


cos θ sin θ

−sin θ cos θ




Ain

x 0

Ain
y Aout

y




cosψa

sinψa



+


cos θ sin θ

−sin θ cos θ




Bin

x Bout
x

Bin
y 0




cosψb

sinψb

 (D.5)

=


Ain

x cos θ + Ain
y sin θ Aout

y sin θ

−Ain
x sin θ + Ain

y cos θ Aout
y cos θ




cosψa

sinψa



+


Bin

x cos θ + Bin
y sin θ Bout

x cos θ

−Bin
x sin θ + Bin

y cos θ −Bout
x sin θ




cosψb

sinψb

 (D.6)

=


A

in,obs
x A

out,obs
x

Ain,obs
y Aout,obs

y




cosψa

sinψa

 +


B

in,obs
x B

out,obs
x

Bin,obs
y Bout,obs

y




cosψb

sinψb

 (D.7)

The label “obs” indicates “observed”, i.e., in the rotated coordinate system.

To better see the components of the observed vertical motion in-phase and

out-of-phase with the observed horizontal motion (and vice-versa), a second

transform is required, to the form:


x

y



obs

=


Ãin

x 0

Ãin
y Ãout

y




cos ξa

sin ξa

 +


B̃in

x B̃out
x

B̃in
y 0




cos ξb

sin ξb

 (D.8)

Starting with the a-mode, the horizontal motion transforms as:
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Ain,obs
x cosψa + Aout,obs

x sinψa = Ãin
x cos ξa (D.9)

where

Ãin
x =

√
(Ain,obs

x )2 + (Ain,obs
x )2 (D.10)

ξa = ψa + ϕa (D.11)

ϕa = sgn(Ain,obs
x ) cos−1


A

out,obs
x√

(Ain,obs
x )2 + (Ain,obs

x )2


− π

2
(D.12)

The identity used for this transformation shifts to sine, but it is more con-

venient to work with only a cosine component in the horizontal, hence the π/2

phase shift. The vertical motion of the a-mode must be projected into this basis:

Ain,obs
y cosψa + Aout,obs

y sinψa = Ãin
y cos ξa + Ãout

y sin ξa (D.13)

= Ãin
y cos (ψa + ϕa) + Ãout

y sin (ψa + ϕa) (D.14)

= Ãin
y ( cosψa cos ϕa − sinψa sin ϕa) + Ãout

y ( sinψa cos ϕa + cosψa sin ϕa) (D.15)

=

(
Ãin

y cos ϕa + Ãout
y sin ϕa

)
cosψa +

(
−Ãin

y sin ϕa + Ãout
y cosϕa

)
sinψa (D.16)

Utilizing the orthogonality of cosψa and sinψa, there is now a system of two

equations and two unknowns:


A

in,obs
y

Aout,obs
y

 =


cosϕa Ãin

y + sin ϕa Ãout
y

−sin ϕa Ãin
y + cosϕa Ãout

y

 (D.17)
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=


cos ϕa sin ϕa

−sin ϕa cosϕa




Ãin

y

Ãout
y

 (D.18)


Ain,obs

y

Aout,obs
y

 = Rϕa


Ãin

y

Ãout
y

 (D.19)

In this form, it is trivial to invert the system:


Ãin

y

Ãout
y

 = R−ϕa


A

in,obs
y

Aout,obs
y



=


cos ϕa A

in,obs
y − sin ϕa A

out,obs
y

sin ϕa A
in,obs
y + cosϕa A

out,obs
y

 (D.20)

Equation D.7 has now been rephrased in terms of the new basis (Ãin,out
x,y , ξa).

The procedure is identical for the vertical motion, and will not be shown here.

The observed coupling matrix elements C̄22,12,11 may now be written:

C̄ obs
22 = −γ

√
βa

βb

Ãy

Ãx

cos∆φ̃a (D.21)

C̄ obs
12 = −γ

√
βa

βb

Ãy

Ãx

sin∆φ̃a

C̄ obs
11 = γ

√
βb

βa

B̃x

B̃y

cos∆φ̃b

where

Ãx =

√
(Ãin

x )2 + (Ãout
x )2, etc. (D.22)
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∆φ̃a = tan−1


Ãout

y

Ãin
y

 (D.23)

∆φ̃b = tan−1


B̃out

x

B̃in
x

 (D.24)

and Ãin
x , etc., are defined by equation D.20.

Applying this formalism to fit existing coupling data for BPM tilts, the pro-

cedure would be:

1. Start with defining the in-phase and out-of-phase of horizontal and verti-

cal motion in the a- and b-modes, as per equation D.3, and apply the tilt

to generate equation D.7

2. Phase-shift the primary motion in each plane such that it is only defined as

a cosine (equation D.9), and project that mode’s motion in the other plane

into this basis (equation D.20)

3. These projected amplitudes may then be used in the final definitions of

the coupling matrix elements (equations D.21), with the help of equations

D.22 - D.24
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APPENDIX E

ERRORS FOR RING MA2 SIMULATIONS

E.1 CesrTA

Table E.1 shows the misalignments and errors used in CesrTA ring ma2 stud-

ies. Offsets of quadrupoles and sextupoles include measured alignment levels

along with 100 µm added in quadrature to account for the estimated uncer-

tainty in the offset of magnetic center with respect to geometric center of these

elements.

Systematic multipoles are included for sextupoles which have vertical steer-

ing or skew quadrupole trim windings. These multipoles are computed using

field modeling software, and are scaled to a measurement radius of 20 mm.

There is also a known skew quadrupole component to the damping wiggler

fields [56], due to manufacturing tolerances in the radii of the pole windings.

This has also been accounted for, using a measurement radius of 1 m for input

into Bmad. Multipoles used in this study are summarized in Table E.3.

E.2 ILC Damping Ring

The magnet misalignments and field errors used in the ILC damping ring stud-

ies are summarized in Table E.4. Systematic and random multipoles are based

on Y. Cai’s multipole measurements at PEP-II [59], and are summarized in Table

E.5.
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Element Class Error Applied RMS Units Source

Dipole x Offset 0.9 [mm] Survey
y Offset 2.0 [mm] Survey
s Offset 2.3 [mm] Survey

Roll 144 [µrad] Survey
x Pitch 600 [µrad] Survey
y Pitch 300 [µrad] Survey

Quadrupole x Offset 350 [µm] Estimate
y Offset 107.8 [µm] Survey
s Offset 5.2 [mm] Survey

Tilt 148 [µrad] Survey
x Pitch 1100 [µrad] Survey
y Pitch 62 [µrad] Survey

k1 0.1% [%] Estimate

Sextupole x Offset 300 [µm] Estimate
y Offset 300 [µm] Estimate
s Offset 5.2 [mm] Estimate

Tilt 200 [µrad] Survey
x Pitch 1200 [µrad] Estimate
y Pitch 800 [µrad] Estimate

k2 0.1% [%] Estimate

Wiggler x Offset 1 [mm] Survey
y Offset 250 [µm] Survey
s Offset 500 [µm] Estimate

Tilt 300 [µrad] Survey
x Pitch 200 [µrad] Estimate
y Pitch 250 [µrad] Estimate

Table E.1: Misalignments and errors introduced into model CesrTA lattice for
ring ma2 studies. All parameters are determined either from machine mea-
surements or survey; parameters labeled as “estimate” are estimated from a
small sample size (about 10) of surveyed elements.
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Error Applied RMS Units

Reproducibility 10 [µm]
Tilt 12 [mrad]

Gains 0.5% [%]
Timing 10 [ps]

Offset (x, y) 170 [µm]
Horizontal Shear ±100 [µm]

Table E.2: BPM errors introduced into model CesrTA lattice for ring ma2 stud-
ies.

Element Class Multipole Value

Sextupole with Vert. Steering a3 −7.25 × 10−4

a5 −1.46 × 10−2

a7 6.68 × 10−4

a9 8.7 × 10−6

a11 1.0 × 10−5

Sextupole with Skew Quad Trim a4 −1.2145 × 10−1

a6 2.16 × 10−4

a8 4.96 × 10−4

a10 −2.29 × 10−5

a12 −1.0 × 10−5

Wiggler a1 2.88 × 10−4

Table E.3: Multipoles used in ring ma2 studies of CesrTA lattice. Sextupole
multipoles are systematic and therefore identical at all sextupoles, whereas the
wiggler a1 multipole is random; the number quoted for wiggler a1 is therefore
the RMS of the applied distribution.
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Element Error Amplitude Units

Quadrupole x,y offset 25 [µm]
Tilt 50 [µrad]
k1 0.1% [%]

Dipole roll 50 [µrad]

Sextupole x,y offset 25 [µm]
tilt 25 [µrad]
k2 1% [%]

Wiggler tilt 100 [µrad]
y offset 100 [µm]

BPM Diff. Resolution 1 [µm]
Abs. Resolution 50 [µm]

Tilt 10 [mrad]
Button Gains 0.5% [%]

Button Timing 10 [ps]

Table E.4: Misalignments and errors introduced into the model ILC-DR lattice.
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Element Multipole Systematic Random

Dipole b2 1.6 × 10−4 8 × 10−5

b3 −1.6 × 10−5 8 × 10−6

b4 7.6 × 10−5 3.8 × 10−5

Quadrupole a2 −1.15 × 10−5 7.25 × 10−5

a3 1.41 × 10−5 1.27 × 10−4

a4 6.2 × 10−7 1.62 × 10−5

a5 −4.93 × 10−5 3.63 × 10−4

a6 −1.02 × 10−6 6.6 × 10−6

a7 3.8 × 10−7 6.6 × 10−6

a8 −2.8 × 10−7 4.9 × 10−6

a9 −5.77 × 10−5 2.33 × 10−4

a10 −3.8 × 10−7 3.5 × 10−6

a11 −6.53 × 10−6 3.66 × 10−5

a12 1.2 × 10−6 8.6 × 10−6

a13 −7.4 × 10−7 4.46 × 10−5

b2 −1.24 × 10−5 7.61 × 10−5

b3 2.3 × 10−6 1.32 × 10−4

b4 −4.3 × 10−6 1.5 × 10−5

b5 3.4 × 10−4 1.65 × 10−4

b6 3 × 10−7 6.7 × 10−6

b7 6 × 10−7 8.9 × 10−6

b8 6 × 10−7 4.6 × 10−6

b9 −6.17 × 10−5 2.46 × 10−4

b10 −2 × 10−7 4.2 × 10−6

b11 3.6 × 10−6 3.48 × 10−5

b12 6 × 10−7 9.2 × 10−6

b13 1 × 10−6 4.76 × 10−5

Sextupole b3 1 × 10−4 1 × 10−4

b4 5 × 10−5 3 × 10−5

b5 3.5 × 10−4 1 × 10−4

b6 5 × 10−5 3 × 10−5

b7 5 × 10−5 3 × 10−5

b8 5 × 10−5 3 × 10−5

b9 5 × 10−5 3 × 10−5

b10 5 × 10−5 3 × 10−5

b11 1.6 × 10−3 1 × 10−4

b12 5 × 10−5 3 × 10−5

b13 5 × 10−5 3 × 10−5

Table E.5: Nominal multipoles (systematic and random) introduced into the
model lattice. Coefficients are taken from Y. Cai’s multipole measurements at
PEP-II [59].
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APPENDIX F

ENERGY DEPENDENCE OF THE VERTICAL EMITTANCE

In this appendix, the energy dependence for contributions to the vertical

emittance are derived. Since the magnetic field in the damping wigglers is con-

stant, the beam rigidity (Eqn. 2.23) indicates that the bending radius ρw ∝ E0.

Therefore, care must be taken to separate contributions from the dipoles and

damping wigglers.

F.1 Energy Dependence of Radiation Integrals in Wigglers

As will become evident in subsequent sections, the dependence of the emittance

on energy can be described through the dependencies of contributions to the

radiation integrals. It is therefore convenient to preemptively discuss how the

necessary radiation integrals (I2, I3, I4,b, I5,b) will vary with energy.

All radiation integrals are path integrals around the ring. The path integrals

can be computed piecewise over elements j:

Ii =

∮ S

0
f (s′)ds′ (F.1)

=

∑

j

∮ S j

s0, j

f (s′)ds′ (F.2)

The sum can therefore be split into wiggler terms and non-wiggler terms:

Ii =

∑

w

∮ S w

s0,w

f (s′)ds′ +
∑

d

∮ S d

s0,d

f (s′)ds′ (F.3)
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= IW
i + ID

i (F.4)

where the indices d,D imply that the vast majority of non-wiggler contribu-

tions to the radiation integrals are dipoles. The first sum will depend on energy,

whereas (because the dipole strength determines the beam energy) the second

sum will not.

It is trivial to show IW
2 ∝ 1/E2

0 and IW
3 ∝ 1/E3

0. However, the energy depen-

dencies for IW
4,b and IW

5,b are not as immediately evident. Additionally, I4,b and I5,b

will depend on the specific corrections in the lattice, whereas I2 and I3 are prop-

erties of the design lattice. Recall the definition of I4,b when integrating only

over wiggler contributions:

IW
4,b =

∮

wigglers

(
g2

wgw · ηb + ∇g2
w · ηb

)
ds (F.5)

For the wigglers, |gw| = 1/ρw ∝ 1/E. Ideally, ηb would be zero, as the damping

wigglers do not introduce b-mode dispersion. However, there will be vertical

dispersion from misalignments and errors in the ring; from experience during

machine tuning, the minimum vertical dispersion after optics corrections does

not depend on energy. Therefore, IW
4,b ∝ 1/E2

0.

Similarly, for IW
5,b:

IW
5,b =

∮

wigglers

g3
wHb ds (F.6)

Hb = γbη
2
b + 2αbηbη

′
b + βbη

′2
b (F.7)
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Again, the vertical dispersion inside the wigglers will be dominated by

misalignments and field errors which are independent of energy. Therefore,

IW
5,b ∝ 1/E3.

The radiation integrals are therefore normalized to have the following form:

I
E0
2 = I

D, 2.085
2 +

(
2.085

E0

)2

I
W, 2.085
2 (F.8)

I
E0
3 = I

D, 2.085
3 +

(
2.085

E0

)3

I
W, 2.085
3 (F.9)

I
E0
4,b = I

D, 2.085
4,b +

(
2.085

E0

)2

I
W, 2.085
4,b (F.10)

I
E0
5,b = ID, 2.085

5,b +

(
2.085

E0

)3

IW, 2.085
5,b (F.11)

where I
(D,W), 2.085
i

are constants, computed at the fixed energy of 2.085 GeV to

simplify calculations. In order to accurately portray machine conditions (such

that ηb , 0), the model lattice used for determining the constants was fit to ma-

chine data from 2.085 GeV low-emittance conditions. The computed constants

are summarized in Table F.1.

Integral D-Term W-Term

I2.085
2 9.5943 × 10−2 6.1510 × 10−1

I2.085
3 1.7896 × 10−3 1.4545 × 10−1

I2.085
4,b −3.9491 × 10−4 −8.6640 × 10−4

I2.085
5,b 8.0589 × 10−9 5.3791 × 10−7

Table F.1: Contributions from dipoles and damping wigglers to the radiation
integrals for model CesrTA lattice at 2.085 GeV which has been fit to machine
data. Recall that the “D” term includes all non-wiggler contributions.

In order to verify the model for energy dependence of the radiation integrals

on beam energy, the integrals can be computed exactly using Bmad for lattices at
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the three energies where measurements were made. Once again, the model lat-

tices were fit to data such that the I4,b and I5,b terms were nonzero. These “exact”

values are then compared with approximate “scaled” values as determined by

the energy scaling discussed here, and using the values in Table F.1. The results

of this comparison are summarized in Table F.2.

Integral Method 2.085 GeV 2.3 GeV 2.5 GeV

I2 Exact 7.1104 × 10−1 6.0136 × 10−1 5.2375 × 10−1

Scaled 7.1104 × 10−1 6.01421 × 10−1 5.23779 × 10−1

∆ [%] 0% -0.01% -0.005%

I3 Exact 1.4724 × 10−1 1.1015 × 10−1 8.6180 × 10−2

Scaled 1.4724 × 10−1 1.10144 × 10−1 8.61642 × 10−2

∆ [%] 0% 0.005% 0.02%

I4,b Exact −1.2613 × 10−3 −6.2666 × 10−4 −4.4388 × 10−4

Scaled −1.2613 × 10−3 −11.069 × 10−4 9.9754 × 10−4

∆ [%] 0% -76.6% -124.7%

I5,b Exact 5.4596 × 10−7 1.3347 × 10−7 4.1395 × 10−8

Scaled 5.4596 × 10−7 4.08782 × 10−7 3.20097 × 10−7

∆ [%] 0% -206.3% -673.3%

Table F.2: Evaluation of the accuracy of the model for energy-dependence of the
radiation integrals.

The discrepancies in I4,b and I5,b imply that the differences in the correc-

tions applied at each energy are nontrivial. However, these terms will depend

strongly on the specific set of corrections in the machine, therefore the discrep-

ancy is not surprising, and should not affect the resulting energy dependence

argument.
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F.2 Contributions to the Emittance

The vertical emittance is assumed to have contributions from three sources:

from the finite opening angle of radiation (OA); from misalignments and er-

rors, where the emittance growth arises from quantum excitation (QE); and from

time-varying sources (TV), such as modulating power supplies and voltage jit-

ter from the RF system. Starting from the statement of the emittance in Eqn.

2.93:

dǫb

dt

∣∣∣∣∣
damping

+
dǫb

dt

∣∣∣∣∣
OA

+
dǫb

dt

∣∣∣∣∣
QE

+

∑

i

dǫb

dt

∣∣∣∣∣
TV,i

= 0 (F.12)

Recall that the damping term has the form:

dǫb

dt

∣∣∣∣∣
damping

= −2αbǫb (F.13)

The equilibrium emittance is therefore:

ǫb =
1

2αb

(
dǫb

dt

∣∣∣∣∣
OA

+
dǫb

dt

∣∣∣∣∣
QE

+
dǫb

dt

∣∣∣∣∣
RF

+
dǫb

dt

∣∣∣∣∣
θ,s

+
dǫb

dt

∣∣∣∣∣
θ,c

)
(F.14)

= ǫOA
b + ǫ

QE

b
+ ǫRF

b + ǫ
θ,s
b
+ ǫθ,c

b
(F.15)

There are two terms for time-varying dipole kicks, as the kick may scale

with energy (θ, s) or remain constant (θ, c). The naming convention is slightly

inconvenient: note that if a time-varying dipole kick arises from a power sup-

ply whose current jitter scales with energy, the resulting kick itself will remain

constant with energy.

171



The individual terms in this sum are now derived. The results are in Eqns.

F.30, F.36, F.40, and F.44.

F.3 Energy Dependence of αb

The damping decrement αb is defined to be:

αb =
U0

2E0T0
Jb (F.16)

U0 =
CγE4

2π
I2 (F.17)

Jb = 1 − I4b

I2
(F.18)

Cγ =
4π
3

re

(mec2)3
(F.19)

Note from Table F.1 that I4,b/I2 << 1, therefore Jb ≈ 1, and the energy depen-

dence of Jb may be neglected for this study.

Recall that the dipole and wiggler contributions to the radiation integrals are

separable. Therefore:

αb =
CγE4

2π

(
ID
2 + IW

2

)

2E0T0
Jb (F.20)

This term will be common among all three contributions to the equilibrium

vertical emittance.
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F.4 “Opening Angle” Term

In practice, ǫb|OA only varies from 0.22 pm to 0.18 pm when the energy varies

from 2.085 GeV to 2.553 GeV. This term is therefore treated as a constant of

value ǫb|OA = 0.2 pm. The derivation of the energy dependence of this term is

shown here for completeness.

From Eqn. 2.66:

dǫb

dt

∣∣∣∣∣
OA

=
〈N〈u2〉βb〉

4γ2E2
0

(F.21)

where 〈u2〉 is the mean square energy per photon emitted, and N is the average

photon emission rate around the entire lattice (in units of γ/s). In further detail:

N〈u2〉 = 55

24
√

3
Pγ~ωc (F.22)

Pγ =
2
3

remc2 cβ4γ4

ρ2
(F.23)

ωc =
3
2

cγ3

ρ
(F.24)

with Pγ the power emitted, ωc the critical frequency of emitted radiation, and ρ

the bending radius.

Fleshing out Eqn. F.21:

dǫb

dt

∣∣∣∣∣
OA

=

〈(
55

24
√

3
Pγ~ωc

)
βb

〉

4γ2E2
0

(F.25)
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=

〈(
55

24
√

3

(
2
3remc2 cβ4γ4

ρ2

)
~

(
3
2

cγ3

ρ

))
βb

〉

4γ2E2
0

(F.26)

=
55

96
√

3

re~c2β4γ3

mc2

〈
1
ρ3
βb

〉
(F.27)

Combining with Eqn. F.20 to determine the contribution to the emittance:

ǫb|OA =
1

2αb

dǫb

dt

∣∣∣∣∣
OA

(F.28)

=
1
2


2π

CγE4

2E0T0(
ID
2 + IW

2

) 1(
1 − (ID

4b
+IW

4b)
(ID

2 +IW
2 )

)


×

(
55

96
√

3

re~c2β4γ3

mc2

〈
1
ρ3
βb

〉)
(F.29)

After simplification, and assuming β ≈ 1:

ǫb|OA = Cq

(
ID
3 + IW

3

)

(
ID
2 + IW

2

) 〈βb〉
Jb

(F.30)

where the dependence of wiggler radiation integrals IW
i

is discussed in Sec. F.1.

F.5 “Quantum Excitation” Term

From Eqn. 2.65:

dǫv

dt

∣∣∣∣∣
QE

=
〈N〈u2〉 Hb〉

2E0
(F.31)

The derivation is therefore similar to that for the “opening angle” term:
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dǫb

dt

∣∣∣∣∣
QE

=

〈
(

55
24
√

3

(
2
3remc2 cβ4γ4

ρ2

)
~

(
3
2

cγ3

ρ

))
Hb〉

2E0
(F.32)

=
55

48
√

3
~rec

2β4γ6〈Hb

ρ3
〉 (F.33)

Computing the contribution to the vertical emittance:

ǫb|QE =
1

2αb

dǫb

dt

∣∣∣∣∣
QE

(F.34)

=
1
2


2π

CγE4

2E0T0(
ID
2 + IW

2

) 1(
1 − (ID

4b
+IW

4b)
(ID

2 +IW
2 )

)


× 55

48
√

3
~rec

2β4γ6〈Hb

ρ3
〉 (F.35)

Again, after some simplification:

ǫb|QE = Cq

γ2

Jb

ID
5,b + IW

5,b

ID
2 + IW

2

(F.36)

where again the dependence of the radiation integrals is shown in Sec. F.1.

F.6 “Time-Varying” Terms

The two classes of time-varying sources considered are RF voltage jitter and

dipole kicks which vary turn-by-turn.
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F.6.1 RF Voltage Jitter

The emittance growth from voltage jitter in the RF is given by Eqn. 2.96,

reprinted here:

dǫb

dt

∣∣∣∣∣
RF

=
1
2

f0 〈Hb〉
e2V2

RMS

E2
0

(F.37)

This produces a contribution to the vertical emittance:

ǫRF
b =

1
2αb

dǫb

dt

∣∣∣∣∣
RF

(F.38)

=
1
2


2π

CγE4

2E0T0(
ID
2 + IW

2

) 1
Jb

 ×
(
1
2

f0 〈H〉
e2V2

RMS

E2
0

)
(F.39)

=
πe2

Cγ

1
E5

〈H〉V2
RMS(

ID
2 + IW

2

)
Jb

(F.40)

Since the cavity voltage is independent of energy, the amplitude of voltage

jitter will remain constant as well.

F.6.2 Time-Varying Dipole Kick

The emittance growth rate for a time-varying dipole kick is given by Eqn. 2.95,

reprinted here:

dǫb

dt

∣∣∣∣∣
θ

=
1
2

f0 βb θ
2
RMS (F.41)
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Once again following the same procedure as the previous three scenarios,

the contribution to the vertical emittance is:

ǫθb =
1

2αb

dǫb

dt

∣∣∣∣∣
θ

(F.42)

=
1
2


2π

CγE4

2E0T0(
ID
2 + IW

2

) 1
Jb

 ×
1
2

f0 βb θ
2
RMS (F.43)

=
πβb

Cγ

1
E3

θ 2
RMS(

ID
2 + IW

2

)
Jb

(F.44)

There are two possibilities for energy dependence, depending on the source

of the kick. If the kick arises from current jitter in a magnet power supply, the

amplitude of current jitter will increase proportionally with energy, θRMS ∝ I/E0

will remain constant with energy, and Eqn. F.44 properly displays all energy

dependencies.

However, it is also possible that a kick may arise from an element which does

not scale with energy (e.g., feedback modulator noise). For kicks of this nature

there is an additional factor of 1/E2
0 for Eqn. F.44 to display the correct energy

dependence. This yields the same energy dependence as for RF voltage jitter

(Eqn. F.40), and will therefore be folded into that term when fitting machine

data.
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